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ABSTRACT

A mixture of two rarefied gases is considered between two parallel
planes. On one side of the domain evaporation/condensation con-
ditions are imposed, while on the other side accommodation at the
temperature of the wall and chemical equilibrium conditions are con-
sidered. The small Knudsen number asymptotics of this problem is
performed at the formal level, and fluid-dynamic equations are derived
and then solved numerically. We discuss the possible appearance of a
ghost effect in this situation.

1 Introduction

Kinetic theory of gases plays an important role in microfluidics, since the
mean free path of gas molecules is comparable to the characteristic length
in micro-scale systems and thus the gas is not in a local equilibrium state
[5, 6, 7, 8]. On the other hand, one expects the validity of fluid-dynamic (or
macroscopic) approach when the mean free path is much shorter than the
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characteristic length, i.e., near continuum regime including the continuum (or
fluid-dynamic) limit. In general, however, it is not clear from macroscopic or
phenomenological considerations what type of fluid-dynamic equations and
boundary conditions are appropriate when surface phenomena, such as phase
transition and chemical reaction, take place on the boundary. Most of such
problems can be solved by considering the continuum limit and its neigh-
borhood on the basis of kinetic theory. In other words, careful asymptotic
analyses for small values of the Knudsen number (the ratio of the mean free
path to the characteristic length) based on the Boltzmann equation and its
kinetic boundary condition [3, 4, 9, 12, 13] lead to fluid-dynamic-type equa-
tions and their boundary conditions appropriate to the considered physical
situations (see [12]). A good example is the fluid-dynamic-type systems for
the vapor flows around its condensed phases, on the surface of which evapo-
ration and condensation of the vapor are taking place (see [12, 13]). These
fluid-dynamic-type systems have been extended to the case where another
gas that neither evaporates nor condenses (noncondensable gas) is contained
in the domain (e.g., [1, 21, 22, 23]). For instance, the behavior of a mixture
of vapors and noncondensable gases in the continuum limit has been studied
systematically in a one-dimensional setting (that is, for the mixture confined
between two parallel planes) in [1, 22, 23]. It should also be mentioned that
a mathematical study of the same setting was carried out recently [2].

In the present paper, we wish to extend somewhat the study in [22, 23] by
considering the possibility that two gases can react at (part of) the boundary
of the domain. We present here the simplest possible case when such a
situation occurs. That is, we consider two species A, B of gases evolving
in the domain [0, D] × R

2, which undergo a reversible reaction A ⇋ B (or
M + A ⇋ N + B, where M, N are in excess and are not considered in the
modeling), supposed to occur only at the boundary X1 = 0 (X2, X3 ∈ R)
and to be instantaneous. After having performed the reaction, the molecules
are reflected diffusively (still at X1 = 0). On the other boundary (that is,
X1 = D), evaporation/condensation conditions are imposed for both species
A and B.

We are looking for solutions of the steady Boltzmann equation (including
hard-sphere type collisions for couples of molecules A−A, A−B and B−B)
with the boundary condition described above. The set of kinetic equations
(and boundary conditions) modeling the mixture is presented in section 2
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in its original form, and then in section 3 in non-dimensional form. The
asymptotic analysis when the Knudsen number tends to 0 is performed in
section 4. We obtain in this way a set of ODEs which models the mixture
at the fluid-dynamical level. When the molecules of species A and B have
same radius and same mass, this set of ODEs becomes particularly simple
and can be solved explicitly. This is done in section 5. It is however not easy
to extend this explicit computation in the more general case when the mass
and/or the radius of the molecules of species A and B are different. Once
all the possible explicit integrals of the ODEs have been used, one ends up
with a boundary value problem for two first-order ODEs. The computations
describing how to reach this problem are described in section 6. The final
section 7 is devoted to the presentation of the numerical procedure and of
typical results for the system of ODEs obtained in section 6. We use for this
the database on transport coefficients in binary gas mixtures presented in
[24]. We also comment there the appearance of a ghost effect [13] (that does
not occur in the case of equal masses and radii).

2 Presentation of the model

We use here the notations of [22] for our presentation of the problem at the
kinetic level. We denote by F α := F α(X1, ξ) ≥ 0 (with α = A or B) the
number density of molecules of species α which at point X1 ∈ [0, D] (D > 0)
have velocity ξ. The steady Boltzmann equation for this problem writes

ξ1
∂F α

∂X1

=
∑

β=A,B

Jβα(F β, F α), (1)

where Jβα is the collision operator for hard-sphere interactions between
molecules of species β, α :

Jβα(F, G)(X1, ξ) =
(dβα)2

2

∫

ω∈S2

∫

ξ∗∈R3

(2)

(

F (X1, ξ
βα
∗ ) G(X1, ξ

βα) − F (X1, ξ∗) G(X1, ξ)
)

|ω · (ξ∗ − ξ)| dξ∗dω,

the pre-collisional velocities ξβα
∗ and ξβα are given by the formulas

ξβα = ξ +
µβα

mα
[ω · (ξ∗ − ξ)] ω, ξβα

∗ = ξ∗ −
µβα

mβ
[ω · (ξ∗ − ξ)] ω, (3)
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where mα is the mass of a molecule of species α, and µβα = 2mαmβ

mα+mβ is the

reduced mass. At last, in (2) dβα = (dα + dβ)/2, where dα is the diameter of
a molecule of species α, is the mean diameter.

Then, we impose on the wall X1 = D the following evaporation/condensation
boundary condition:

F α(D, ξ) =
nα

R

(2πkTR/mα)3/2
e
−mα |ξ|2

2kTR , when ξ1 ≤ 0, (4)

where k is Boltzmann’s constant, TR is the temperature of the wall x1 = D,
and nα

R = pα
R/(kTR), where pα

R is the pressure given by the modified Raoult’s
law (Cf. [22]).

The main novelty of this work is that we impose on the wall X1 = 0 a spe-
cific boundary condition, which expresses the fact that through a (infinitely
fast) chemical reversible reaction, species A and B are at chemical equilib-
rium on this wall. Therefore, there exists a fixed number a ∈]0, 1[ (proportion
of molecules of species A at chemical equilibrium given by the mass action
law) such that when ξ1 > 0, defining the incoming flux of molecules

J =

∫

ξ∈R3,ξ1<0

(−ξ1) [F A(0, ξ) + F B(0, ξ)] dξ,

one has

F A(0, ξ) =
a

2π

√
mB

a
√

mB + (1 − a)
√

mA

( mA

kTL

)2

J exp(−mA |ξ|2
2kTL

), (5)

F B(0, ξ) =
1 − a

2π

√
mA

a
√

mB + (1 − a)
√

mA

( mB

kTL

)2

J exp(−mB |ξ|2
2kTL

).

Those formulas are best understood in two special cases:

1. When a = 1 (resp. a = 0), the reaction will in fact become the irre-
versible reaction B → A (resp. A → B) and only molecules of species
A (resp. B) are emitted, with the usual law of diffuse reflection.

2. When the masses mA and mB are equal, it is easy to see that the
proportion of molecules of species A emitted (with any velocity) by the
wall is a and corresponds to the proportion of molecules of species A
present on the wall.
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In this boundary condition, the net flux of molecules across the boundary
is zero (

∫

ξ∈R3 ξ1 [F A(0, ξ) + F B(0, ξ)] dξ = 0) whereas that of the mass does

not vanish (except when ma = mB).

Finally, the problem that we consider at the kinetic level is (1)-(5).

3 Non dimensional form of the equations and

macroscopic quantities

Introducing (in addition to the parameters already considered) various refer-
ence quantities (including the mean free path), we end up with the following
non dimensional form of the equation (most of the computations leading to
these equations are done in [22]).

The function fα(x, ζ) is the unknown and depends upon the new variables
x ∈ [0, 1] and ζ ∈ R

3. It satisfies

ζ1
∂fα

∂x1

=
2√
π

Kn−1
∑

β=A,B

Kβα Ĵβα(fβ, fα), (6)

with

Ĵβα(f, g)(x, ζ) =
1

4
√

2π

∫

ω∈S2

∫

ζ∗∈R3

(7)

(

f(x, ζβα
∗ ) g(x, ζβα) − f(x, ζ∗) g(x, ζ)

)

|ω · (ζ∗ − ζ)| dζ∗dω,

and

ζβα = ζ +
µ̂βα

m̂α
[ω · (ζ∗ − ζ)] ω, ζβα

∗ = ζ∗ −
µ̂βα

m̂β
[ω · (ζ∗ − ζ)] ω. (8)

Here, Kβα, µ̂βα, m̂α, Kn (Knudsen number) are non dimensional parameters
whose precise definition can be found in [22].

The boundary condition at x = 1 becomes in non dimensional form

fα(1, ζ) =
p̂α

II

T̂
5/2
II

(m̂α

π

)3/2

e
−mα |ζ|2

T̂II for ζ1 ≤ 0, α = A, B (9)
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while at x = 0, by defining

Ĵ =

∫

ζ∈R3,ζ1<0

(−ζ1) [fA(0, ζ) + fB(0, ζ)] dζ,

it becomes (for ζ1 > 0)

fA(0, ζ) =
2a

π

√
m̂B

a
√

m̂B + (1 − a)
√

m̂A
(m̂A)2 Ĵ e−m̂A |ζ|2, (10)

fB(0, ζ) =
2(1 − a)

π

√
m̂A

a
√

m̂B + (1 − a)
√

m̂A
(m̂B)2 Ĵ e−m̂B |ζ|2.

Here, TII (= TR

TL
in [22]) and p̂α

II (=
nα

R

n0
TII in [22], where n0 is a reference

molecular number density) are two extra non dimensional parameters.

Finally, we present the macroscopic quantities in non dimensional form:

n̂α :=

∫

ζ∈R3

fα(x, ζ) dζ, n̂α ûα
i :=

∫

ζ∈R3

ζi f
α(x, ζ) dζ, i = 1, .., 3 (11)

3

2
n̂α T̂ α :=

∫

ζ∈R3

m̂α |ζ − ûα(x)|2 fα(x, ζ) dζ.

We also define the mean velocity:

(

∑

α=A,B

m̂α n̂α
)

ûi :=
∑

α=A,B

m̂α n̂αûα
i . (12)

4 Hilbert expansion

We now expand the solution fα of problem (6) – (10) in powers of ε =
√

π
2

Kn,
in order to investigate the behavior of the solution in the case when the gas
is not rarefied any more.

We introduce for this the power series (at the formal level)

fα = fα
H0 + ε fα

H1 + ε2 fα
H2 + . . . , (13)

and we use the same notations (that is n̂α
H0, ûiH0, etc.) for the corresponding

macroscopic quantities.
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Identifying the terms of the same order in ε in formula (6), one ends up
with the following hierarchy of equations (all linear, except the first one):

∑

β=A,B

Kβα Ĵβα(fβ
H0, f

α
H0) = 0, (14)

∑

β=A,B

Kβα
[

Ĵβα(fβ
H0, f

α
H1) + Ĵβα(fβ

H1, f
α
H0)

]

= ζ1
∂fα

H0

∂x
, (15)

∑

β=A,B

Kβα
[

Ĵβα(fβ
H0, f

α
Hm) + Ĵβα(fβ

Hm, fα
H0)

]

=

ζ1

∂fα
H(m−1)

∂x
−

m−1
∑

n=1

∑

β=A,B

Kβα Ĵβα(fβ
Hn, f

α
H(m−n)), m ≥ 2. (16)

Thanks to eq. (14), we obtain (this is the case of equality of Boltzmann’s
H theorem for mixtures) for fα

H0 a Maxwellian function of ζ whose parameters
(velocity û1H0 and temperature T̂H0) are the same for the two species (and
are therefore not written with the superscript α). This means that

fα
H0(x, ζ) = n̂α

H0(x)
( m̂α

πT̂H0(x)

)3/2

e
− m̂α

T̂H0(x)
(|ζ1−û1H0(x)|2+|ζ2|2+|ζ3|2)

. (17)

Then, we observe that the compatibility condition for solving eq. (15) is
related to the conservation of number density (of each species), of global
momentum, and global energy for the kernel Ĵβα. It reads

∫

ζ∈R3

ζ1
∂fα

H0

∂x
dζ = 0 (α = A, B),

∑

α=A,B

∫

ζ∈R3

ζ1 (m̂α ζ1, m̂
α |ζ |2) ∂fα

H0

∂x
dζ = 0,

(18)
and can be rewritten (in terms of macroscopic quantities)

d

dx
(n̂α

H0 û1H0) = 0, α = A, B, (19)

d

dx

(1

2
(n̂A

H0 + n̂B
H0) T̂H0 + [m̂A n̂A

H0 + m̂B n̂B
H0] û

2
1H0

)

= 0, (20)

d

dx

(

{[m̂A n̂A
H0 + m̂B n̂B

H0] û
2
1H0 +

5

2
(n̂A

H0 + n̂B
H0) T̂H0} û1H0

)

= 0. (21)
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Next we observe that thanks to the boundary condition (10), the flux of
molecules (of both species A, B) at x = 0 is

∑

α=A,B

n̂α(0) ûα
1 (0) =

∑

α=A,B

∫

ζ∈R3

ζ1 fα(0, ζ) dζ (22)

=
∑

α=A,B

∫

ζ∈R3,ζ1<0

ζ1 fα(0, ζ) dζ +
2

π
Ĵ

×
∫

ζ∈R3,ζ1>0

[a (m̂A)2
√

m̂B e−m̂A |ζ|2 + (1 − a) (m̂B)2
√

m̂A e−m̂B |ζ|2

a
√

m̂B + (1 − a)
√

m̂A

]

ζ1 dζ = 0.

In particular, the zero-th order of the expansion of this quantity is 0 so that

∑

α=A,B

n̂α
H0(0) ûα

1H0(0) = [
∑

α=A,B

n̂α
H0(0)] û1H0(0) = 0. (23)

Then, eq. (19) together with the boundary condition (23) implies that

∀x ∈ [0, 1], û1H0(x) = 0. (24)

As a consequence, the system of fluid-dynamic equations (19) – (21) reduces
to

d

dx

[

(n̂A
H0 + n̂B

H0) T̂H0

]

= 0. (25)

In order to obtain a set of equations for n̂α
H0 and T̂H0, we need to solve the

compatibility conditions given by eq. (16) for m = 2. This leads to (Cf. [20],
and Appendix A in [22])

d

dx
(n̂α

H0 ûα
1H1) = 0, α = A, B (26)

d

dx

(

−λ̂ T̂
1/2
H0

dT̂H0

dx
+kT (n̂A

H0+n̂B
H0) T̂H0 (ûA

1H1−ûB
1H1)+

5

2
T̂H0 [n̂A

H0 ûA
1H1+n̂B

H0 ûB
1H1]

)

= 0.

(27)
This system is closed by the use of (25) and by the formula (Cf. [20] again)

ûA
1H1 − ûB

1H1 = −T̂
1/2
H0 D̂AB

( n̂A
H0 + n̂B

H0

n̂A
H0 n̂B

H0

){ d

dx

( n̂A
H0

n̂A
H0 + n̂B

H0

)

+
kT

T̂H0

dT̂H0

dx

}

.

(28)
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Here, λ̂, kT and D̂AB are functions of
n̂A

H0

n̂A
H0+n̂B

H0
whose functional forms are

not explicit [22]. Using now eq. (22) at first order, we see that

∑

α=A,B

n̂α
H0(0) ûα

1H1(0) = 0.

Then, thanks to eq. (26), we obtain

∀x ∈ [0, 1],
∑

α=A,B

n̂α
H0(x) ûα

1H1(x) = 0. (29)

We can therefore simplify (27) in

d

dx

(

− λ̂ T̂
1/2
H0

dT̂H0

dx
+ kT (n̂A

H0 + n̂B
H0) T̂H0 (ûA

1H1 − ûB
1H1)

)

= 0. (30)

The boundary conditions corresponding to the system (25), (26), and (30)
are obtained by matching (17) and (24) with (9) and (10). They are

T̂H0(0) = 1,
n̂A

H0(0)

n̂A
H0(0) + n̂B

H0(0)
= a,

T̂H0(1) = T̂II n̂α
H0(1) =

p̂α
II

T̂II

(α = A, B). (31)

5 Coloring problem

It happens that the system described above, in the special case when masses
and diameters of molecules are equal, can be solved explicitly. This is due to
the fact that in this case (sometimes called the coloring problem), kT = 0,

and D̂AB, λ̂ do not depend on
n̂A

H0

n̂A
H0+n̂B

H0
[21].

Using the fact that kT = 0, eq. (30) becomes

d

dx

(

T̂
1/2
H0

dT̂H0

dx

)

= 0. (32)

Taking into account boundary conditions (31) we get

T̂H0(x) =
[

(T̂
3/2
II − 1) x + 1

]2/3

. (33)
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Then, recalling that one has (26),

d

dx

[

− T̂
1/2
H0 D̂AB

d

dx

( n̂A
H0

n̂A
H0 + n̂B

H0

)]

=
d

dx

( n̂A
H0 n̂B

H0

n̂A
H0 + n̂B

H0

(ûA
1H1 − ûB

1H1)
)

= −(n̂A
H0 ûA

1H1 + n̂B
H0 ûB

1H1)
d

dx

( n̂A
H0

n̂A
H0 + n̂B

H0

)

= 0.

This leads (after using the boundary conditions (31)) to

n̂A
H0(x)

n̂A
H0(x) + n̂B

H0(x)
=

1

T̂II − 1

{

T̂II a− p̂A
II

p̂A
II + p̂B

II

−(a− p̂A
II

p̂A
II + p̂B

II

) [(T̂
3/2
II −1) x+1]2/3

}

.

(34)
Using eq. (25) and the boundary conditions (31), we get

n̂A
H0(x) + n̂B

H0(x) = (p̂A
II + p̂B

II) [(T̂
3/2
II − 1) x + 1]−2/3.

Those last two equations can be summarized in the following formulas:

n̂A
H0(x) =

1

T̂II − 1

{

[a T̂II (p̂A
II+p̂B

II)−p̂A
II ] [(T̂

3/2
II −1) x+1]−2/3−[a (p̂A

II+p̂B
II)−p̂A

II ]
}

,

n̂B
H0(x) =

1

T̂II − 1

{

[(1−a) T̂II (p̂A
II+p̂B

II)−p̂B
II ] [(T̂

3/2
II −1) x+1]−2/3−[(1−a) (p̂A

II+p̂B
II)−p̂B

II ]
}

.

This gives a complete description of the macroscopic problem (at order 0)
related to our initial problem.

The results presented in this section will be compared with the case of
different masses and diameters in Sec. 7.2.

6 Case of different masses and/or different

diameters of molecules

It does not seem possible to extend this explicit computation to the general
case (that is, when masses or diameters of the species A, B are not the
same). It is nevertheless possible to write the equations under a simple form
which makes not too tedious the numerical computation of their solution. In
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particular, it is possible to write a closed system of two equations (each of

the second order) for the quantities T̂H0 and χ̂A
H0 =

n̂A
H0

n̂A
H0+n̂B

H0
.

Combining eq. (30) and (28), we can write

d

dx

[

− λ̂ T̂
1/2
H0

dT̂H0

dx
− kT D̂AB T̂

3/2
H0

1

χ̂A
H0(1 − χ̂A

H0)

×
(d χ̂A

H0

dx
+

kT

T̂H0

dT̂H0

dx

) ]

= 0. (35)

Then, we observe that

d

dx

[

D̂AB T̂
1/2
H0

(d χ̂A
H0

dx
+

kT

T̂H0

dT̂H0

dx

) ]

= − d

dx

[ n̂A
H0 n̂B

H0

n̂A
H0 + n̂B

H0

(ûA
1H1 − ûB

1H1)
]

= (n̂A
H0 ûA

1H1 + n̂B
H0 ûB

1H1)
d χ̂A

H0

dx
= 0.

This leads to the second equation

d

dx

[

D̂AB T̂
1/2
H0

(d χ̂A
H0

dx
+

kT

T̂H0

dT̂H0

dx

) ]

= 0. (36)

This system is complemented with the set of boundary conditions coming
out of (31), namely

χ̂A
H0(0) = a, χ̂A

H0(1) =
p̂A

II

p̂A
II + p̂B

II

, T̂H0(0) = 1, T̂H0(1) = T̂II . (37)

The system (35)-(37) cannot be solved explicitly; we propose however in
next section a procedure allowing to compute numerically the solution.

7 Numerical approximation

The system (35)-(37) can be written in the equivalent form

d χ̂A
H0

dx
=

γ1
√

T̂H0

[ 1

D̂AB

+
(kT )2

λ̂

1

χ̂A
H0(1 − χ̂A

H0)

]

+ γ2
kT

λT̂
3/2
H0

, (38)

d T̂H0

dx
= − γ2

λ̂
√

T̂H0

− γ1kT

√

T̂H0

λ̂

1

χ̂A
H0(1 − χ̂A

H0)
, (39)
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where the two constants γ1, γ2 have the following expressions

γ1 = D̂AB |x=0

√

T̂H0(0)
[d χ̂A

H0

dx
|x=0 +

kT |x=0

T̂H0(0)

dT̂H0

dx
|x=0

]

, (40)

γ2 = −λ̂ |x=0

√

T̂H0(0)
dT̂H0

dx
|x=0 −

γ1 kT |x=0 T̂H0(0)

χ̂A
H0(0)(1 − χ̂A

H0(0))
. (41)

7.1 Description of the method

We use an inductive procedure (quasi-Newton method) in order to solve
numerically (38)-(39), the first step of the fixed point procedure being given
by the results of the coloring problem with the same data (that is, the problem
in which all parameters are the same except that the ratio of masses is 1.0
and the ratio of diameters is also 1.0).

More precisely, we define T̂
(0)
H0 , χ̂

A (0)
H0 as the solution of the Cauchy problem

(38)-(39), treated thanks to a standard second order RK method, with initial
data:

χ̂
A (0)
H0 (0) = a,

d χ̂
A (0)
H0

dx
(0) =

d χ̂A
H0 col

dx
(0), (42)

T̂
(0)
H0(0) = 1,

dT̂
(0)
H0

dx
(0) =

dT̂H0 col

dx
(0),

where
d χ̂A

H0 col

dx
(0),

dT̂H0 col

dx
(0) are the values obtained explicitly for the col-

oring problem, thanks to formulas (33), (34).

Then, for m ≥ 1, if χ̂
A (m−1)
H0 , T̂

(m−1)
H0 are given, we define χ̂

A (m)
H0 , T̂

(m)
H0 as

the solution of the Cauchy problem (38)-(39), treated thanks to a standard
second order RK method, with initial data:

χ̂
A (m)
H0 (0) = a, T̂

(m)
H0 (0) = 1, (43)













d χ̂
A (m)
H0

dx
(0)

dT̂
(m)
H0

dx
(0)













=













d χ̂
A (m−1)
H0

dx
(0)

dT̂
(m−1)
H0

dx
(0)













+[M (m−1)]−1











χ̂
A (m−1)
H0 (1) − p̂A

II

p̂A
II

+p̂B
II

T̂
(m−1)
H0 (1) − T̂II











.

(44)
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Here, M (m−1) is an approximation of the Jacobian matrix of the function
Φ : R

2 → R
2

Φ :











d χ̂A
H0

dx
(0)

dT̂H0

dx
(0)











7→









χ̂A
H0(1)

T̂H0(1)









,

where χ̂A
H0, T̂H0 satisfy equations (38)-(39) with χ̂A

H0(0) = a, T̂H0(0) = 1.
This matrix M (m−1) is computed by using a finite difference approxima-

tion of the Jacobian matrix previously described; this means that, for each
step of the iterative procedure, the RK method has to be used twice in order
to compute the entries of such a matrix. More precisely, two components of
the matrix are given by the finite difference approximation

1

h























Φ













d χ̂
A (m−1)
H0

dx
(0) + h

dT̂
(m−1)
H0

dx
(0)













− Φ













d χ̂
A (m−1)
H0

dx
(0)

dT̂
(m−1)
H0

dx
(0)



































and the other two are given by

1

h























Φ













d χ̂
A (m−1)
H0

dx
(0)

dT̂
(m−1)
H0

dx
(0) + h













− Φ













d χ̂
A (m−1)
H0

dx
(0)

dT̂
(m−1)
H0

dx
(0)



































with h a given (small) parameter. The iteration procedure is stopped when
the difference (of derivatives of temperature and concentration at point 0)
between two successive steps is smaller than a fixed tolerance τ .

In the computation, the values of the transport coefficients λ̂, kT and
D̂AB as a function of the concentration fraction χ̂A

H0 are obtained by using
the database proposed in [24]. Cubic splines are also employed to interpolate
such functions in points χ̂A

H0 different from those given in the database.

7.2 Results

In the simulation, one can choose freely the following parameters of the
problem: a, T̂II , p̂A

II , p̂B
II . Then the mass ratio m̂B/m̂A and the diameter
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ratio d̂B/d̂A can be taken in the set of the possible parameters of the database
[24].

We now present some numerical results for

T̂II = 3.0, p̂A
II = 1, p̂B

II = 5, m̂B/m̂A = 2, d̂B/d̂A = 0.5,

and for two different values of a:

Case I : a = 0.5, Case II : a = 0.8.

In this parameter setting, the heavy species (species B) is dominant in the
evaporating gas from the wall at x = 1. In Case II, because of relatively
large value of a, substantial part of the heavy species is converted to the
light species (species A) at the wall at x = 0.

Figure 1 shows the result for Case I: (a) shows the number densities of
the individual species, n̂A

H0, n̂B
H0, versus x; (b) the temperature T̂H0 vs x;

(c) the flow velocities of the individual species at order 1, ûA
1H1, ûB

1H1, vs
x; and (d) the barycentric flow velocity at order 1, û1H1, vs x. Figure 2 is
the corresponding figure for Case II. In Figs. 1(a), 1(b), 2(a), and 2(b), the
corresponding results for the coloring problem, i.e., for m̂B/m̂A = d̂B/d̂A = 1
with other parameters being the same, are also shown. In both cases, the
deviation from the coloring problem, that is, the effect of different masses
and diameters, is not large. Since the total particle flow is zero [eq. (29)] in
the present problem, the barycentric flow velocity û1H1 (or equivalently, the
total mass flow) is also small in contrast to the fact that the flow velocities
of the individual species ûA

1H1, ûB
1H1 are relatively large. The barycentric

velocity û1H1 vanishes in the coloring problem.
Here, we give a remark on the continuum limit (ε → 0). In this limit,

the flow of gases vanishes because of ûα
1H0 = û1H0 = 0 for all x ∈ [0, 1]. It

is widely accepted that the temperature field in a gas at rest is described by
the steady heat-conduction equation in the continuum limit. In fact, it is
true in the coloring problem because the temperature field is given by (32),
which is nothing but the (steady) heat-conduction equation. However, in
the general case, the temperature field is given by (35) and (36), which are
not the heat-conduction equation. As one can see from (30), the difference
from the heat-conduction equation is caused by the first-order velocity field
ûA

1H1 − ûB
1H1, more specifically, by the diffusion. This means that, although

the velocity field is infinitesimal (ûα
1H = ûα

1H1ε + · · ·) in the continuum limit,
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Figure 1: Profiles of the number densities, temperature, and flow velocities in Case I.
(a) n̂A

H0
and n̂B

H0
, (b) T̂H0, (c) ûA

1H1
and ûB

1H1
, (d) û1H1. In (a) and (b), the corresponding

results for the coloring problem are also shown for comparison.
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Figure 2: Profiles of the number densities, temperature, and flow velocities in Case II.
(a) n̂A

H0
and n̂B

H0
, (b) T̂H0, (c) ûA

1H1
and ûB

1H1
, (d) û1H1. In (a) and (b), the corresponding

results for the coloring problem are also shown for comparison.
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it still has a finite effect on the temperature field T̂H0 in this limit. This is a
manifestation of the ghost effect that was pointed out in [14] and discussed
in detail in subsequent papers by Sone [10, 11, 19] (see [20, 21, 22, 23] for
the ghost effect in a gas mixture).

As seen from the original equation (27), the deviation from the heat-
conduction equation is caused by two terms, one is kT (n̂A

H0+n̂B
H0) T̂H0 (ûA

1H1−
ûB

1H1) and the other is (5/2) T̂H0 [n̂A
H0 ûA

1H1+n̂B
H0 ûB

1H1]. Since the latter is zero
and kT is rather small, we do not expect a significant manifestation of the
ghost effect in the present problem. In fact, the temperature distribution
given by the heat-conduction equation almost coincides with T̂H0 in Figs.
1(b) and 2(b). We note here that the heat-conduction equation has been
solved with the same density distributions as given in Figs. 1(a) and 2(a),
under the no-jump condition T̂H0(0) = 1, T̂H0(1) = T̂II [eq. 31]. In order to
demonstrate the effect, we also consider a rather extreme case:

Case III: a = 0.95, T̂II = 3.0, p̂A
II = 0.1, p̂B

II = 10,

m̂B/m̂A = 10, d̂B/d̂A = 1.

In this case, the gas evaporating from the wall at x = 1 contains a very
small fraction of the light species (species A), but most of the heavy species
is converted to the light species at the wall at x = 0. Since the mass ratio is
large, one can expect that û1H1 < 0.

Figure 3 shows the results for this case: (a) shows the distribution of
the temperature T̂H0, together with that of the solution T̂cond of the heat-
conduction equation; (b) the difference T̂H0 − T̂cond versus x; (c) ûA

1H1 and
ûB

1H1 vs x; and (d) û1H1 vs x. Although the difference is still small, one
can observe the deviation of the temperature field from that given by the
heat-conduction equation. There is a sharp increase of ûA

1H1 in the vicinity
of the wall at x = 1. We observe û1H1 < 0, as mentioned in the previous
paragraph.

In recent years, the ghost effect has been viewed more comprehensively as
a consequence of the singular nature of the continuum limit, and new types
of ghost effect, such as the surprising effect of infinitesimal curvature of the
boundary, have been pointed out and clarified [15, 16, 17, 18]. The reader is
referred to [13] for the detailed description of the ghost effect.

It is not obvious to verify rigorously that system (38), (39), and (37) ad-
mits a unique (physically admissible) solution. However, our insight based
on numerical simulation would be that such an existence and uniqueness re-
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Figure 3: Profiles of the temperature and flow velocities in Case III. (a) T̂H0 and T̂cond,
(b) the difference T̂H0 − T̂cond, (c) ûA

1H1
and ûB

1H1
, (d) û1H1.

sult might hold. In Fig. 4, we provide a picture of the possible concentration
and temperature at point 1 starting from various derivatives of concentration
and temperature at point 0. Note that only the points corresponding to an
admissible trajectory (that is, when the concentration remains between 0 and
1 at all points, and the temperature is nonnegative at all points) are repre-
sented. It seems that all concentrations between 0 and 1 and nonnegative
temperatures can be reached.

In the present computation, the spatial domain [0, 1] is divided in N = 400
grid points; the parameter h needed in the quasi-Newton scheme is set equal
to 0.3; the tolerance is fixed as τ = 10−3.
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