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In the present paper is proved the convergence of the solutions of the Boltzmannequation, to those of the ET model, in the framework of [4].Let us mention that in [3] is performed the derivation of the ET model under a di�erentassumption on the dominant collisions, which leads to the same model with di�erentexpressions of the di�usion c��cients.The approach used here has been developed by Golse and Poupaud [21] for the DDmodel and is based on an entropy estimate and a mean compactness lemma. The meancompactness lemma used in the present study is proved in [21] and is an adaptation of theresult of Golse, Lions, Perthame and Sentis, [20]. Here it is also necessary to study thelink between the conservative and entropic variables, which was immediate in [21].The entropy estimate stated in the present paper is similar to the one established byDesvillettes in [15]. However, in the framework of [15] (the theory of rare�ed gazes) theenergy is a parabolic function of the kinetic variable, which is not true in the presentstudy. Due to this non parabolic structure, the proof presented here is di�erent.Similarly as in the work of [15], the entropy estimate presented here is stated in L2 andrelies on the assumption that the solution of the scaled Boltzmann equation is boundedfrom below and above, uniformly with respect to the time, position, kinetic variable andto the small parameter of the asymptotic development, see Theorem 1 and Remark 2.2.This assumption is very strong. Indeed, it seems possible to establish it for a �xed valueof the small parameter, in a time interval near zero, but the measure of this interval mighttend to zero as the small parameter tends to zero. This assumption is also used, in thispaper, in the study of the link between the conservative and entropic variables. It is alsovery close to the assumption of non-degeneracy of the di�usion matrix in the ET model,used in [11, 12] to prove the existence of solutions of the latter. One way to avoid it couldbe to look for an estimate in a weighted L2 space.This paper is organized as follows:In section 2 are given the setting of the problem, the assumptions and the result. Insection 3 is stated the entropy estimate and section 4 is devoted to the mean compactnesslemma and to the link between the conservative and entropic variables. The proof of theconvergence is �nished is section 5.2 Setting of the problem and main resultIn this paper is considered the Boltzmann equation for a degenerate semiconductor (i.e.Pauli exclusion principle is taken into account) with an arbitrary band structure. Electron-electron collisions as well as impurity and phonon collisions are incorporated:@f@t + 1�hrk"(k):rxf + q�hrxV:rkf = Qe(f) +Qi(f) +Qph(f): (2.1)In this picture, the electrons are described by their distribution function f(t; x; k), wheret is the time variable, x is the position variable lying in a bounded domain 
 of IR3 andk is the wave vector lying in the �rst Brillouin zone B. (The �rst Brillouin zone is theelementary cell of the dual lattice L� and is identi�ed to the torus IR3=L�). The dynamicsof electrons is described by the equationsdxdt = v(k) = 1�hrk"(k); d�hkdt = qrxV;2



where "(k) is the energy band, V is the electrostatic potential, �h is the reduced Planck con-stant and q the elementary charge. The electrostatic potential is in general deduced fromthe distribution function through the Coulomb interaction, but for the sake of simplicity,we shall assume here that it is given and does not depend on time.In [4] is derived an ET model from equation (2.1) under an assumption on the collisionoperators and after a rescaling of the equation. It is assumed that the typical energy ofa phonon is small compared with the typical kinetic energy of an electron. The latter isused as energy unit to rescale equation (2.1). The phonon collision operator Qph is thenthe sum of an elastic operator and a small inelastic correction. This elastic operator aswell as the impurity collision operator Qi (which is also elastic) and the electron-electroncollision operator Qe are retained at leading order. A di�usion limit of the Boltzmannequation is performed: the macroscopic time and length scale are related to the kineticones according to tm = �2tk and xm = �xk , (tm; xm) being the macroscopic scale, (tk; xk)the kinetic one and � the rescaled mean free path. Then, the rescaled Boltzmann equationin [4] reads@f�@t + 1� (rk"(k) � rx +rxV � rk) f� = 1�2 (Qe(f�) +Q0(f�)) +Q�1 (f�); (2.2)where Q0 is the sum of the elastic part of the phonon collision operator and the impuritycollision operator (i.e. Q0 models all the elastic collisions) and Q�1 is the inelastic correctionof the phonon collision operator.The electron-electron collision operator readsQe(f)(k) = ZB3 �f 0 f 01 (1� f) (1� f1)� f f1 (1� f 0) (1� f 01)���" �p�e(k; k0; k1; k01) dk1 dk0 dk01; (2.3)where �" stands for �("(k)+"(k1)�"(k0)�"(k01)), �p stands for Xg2L� �(k+k1�k0�k01+g),and �e is the cross section. Finally, in formula (2.3) and from now on, f; f1; f 0; f 01 standrespectively for f(k), f(k1); f(k0); f(k01) when no confusion can occur. The terms (1� f),(1� f1) : : : express the Pauli exclusion principle and lead to the natural bound 0 � f � 1.The elastic collisions operator readsQ0(f)(k) = ZB(f 0 � f) �("(k0)� "(k)) �0(k; k0) dk0; (2.4)where �0 is the corresponding cross section.The inelastic part of the phonon collision operator, Q�1 , is not retained at leadingorder in the di�usion limit and does not play a major role for the convergence. It givesthe energy relaxation term in the ET model. However a uniform bound of this operatoris required in the present study, see assumption 4. This assumption seems natural for thephonon collision operator used in [4], see also [3].The rescaled Boltzmann equation is supplemented with the initial condition8x 2 
; k 2 B; f�(0; x; k) = f�in(x; k); (2.5)where the rescaled mean free path � belongs to ]0; 1] and tends to 0.3



The boundary conditions are described by a scattering operator relating the incomingand outgoing part of f , as in [14]:8t 2 IR+; x 2 @
; k 2 B�(x),f�(t; x; k) = ZB+(x)R(k0 ! k) �("(k)� "(k0)) f�(t; x; k0)dk0; (2.6)where B�(x) = �k 2 B; �rk"(k) � �(x) > 0�, �(x) is the outward unit normal atx 2 @
, and R(k0 ! k) is a given cross section. The delta function in equation (2.6)expresses that the underlying microscopic dynamics is elastic. Therefore, reections occurwith conservation of the total (kinetic) energy and mass.2.1 AssumptionsWe shall in this subsection precise the assumptions that will be needed in the sequel.Assumption 1 : The energy band� The function " : B ! IR+ belongs to C2(B), has at most a �nite number of criticalpoints and is even (with respect to k). Denoting k = (k1; k2; k3) we assume thatthe functions 1, @"=@k1, @"=@k2, @"=@k3 are linearly independent. Moreover, weassume that " satis�es:9C; � > 0; 8! 2 S3;  > 0; �����k 2 B; ���� �rk"(k)1 � � !���� � ����� � C �; (2.7)where ���� ���� denotes (and will denote from now on) the Lebesgue measure on B.� Let us de�ne for (k; k1; g) 2 B � B � L� the function~"(k; k1; g)(k0) = "(k0) + "(k + k1 + g � k0)� "(k)� "(k1): (2.8)Its domain of de�nition is the setBk;k1;g = fk0 2 B; k + k1 + g � k0 2 Bg: (2.9)We assume that for any (k; k1; g) 2 B �B �L�, the function ~"(k; k1; g) has at mosta �nite number of critical points.Assumption 1 expresses the non degeneracy of the band diagram. It has a real threedimensional structure. This is the case for band diagrams of real materials.Assumption 2: Cross sections, microreversibilityWe assume that �e and �0 satisfy the following identities8(k; k0; k1; k01) 2 B4; �e(k; k0; k1; k01) = �e(k0; k; k01; k1) = �e(k1; k01; k; k0):�0(k; k0) = �0(k0; k): (2.10)With these assumptions, formulas (2.3) and (2.4) can be understood thanks to the Co-area formula (see [18]). Indeed, for e 2 "(B), the manifold "�1(e) = fk 2 B; "(k) = eg4



has at most a �nite number of singularities thanks to assumption 1. Denote by dSe(k) itsEuclidean surface element and by N(e) the density of states of energy e:N(e) = Zk2"�1(e) dNe(k); dNe(k) = dSe(k)jr"(k)j : (2.11)The elastic collision operator Q0 readsQ0(f)(k) = Zk02"�1("(k))�0(k; k0) (f 0 � f) dN"(k)(k0) : (2.12)In the same way, we consider for all (k; k1; g) 2 B �B � L� the manifold~"�1(k; k1; g)(0) = �k0 2 B; k + k1 + g � k0 2 B; ~"(k; k1; g)(k0) = 0	 ; (2.13)where ~" is de�ned in (2.8). This manifold has also at most a �nite number of singularitiesthanks to assumption 1. We denote by d ~S(k; k1; g)(k0) its Euclidian surface element andby ~N(k; k1; g) the following density of states:~N(k; k1; g) = Zk02~"�1(k;k1;g)(0) d ~Nk;k1;g(k0); d ~Nk;k1;g(k0) = d ~S(k; k1; g)(k0)jrk0 ~"(k; k1; g)(k0)j : (2.14)Let Pk;k1 = fg 2 L�; ~"�1(k; k1; g)(0) 6= ;gwhich is �nite since B is bounded. Then, Qe can be written thanks to the Co-area formulaunder the formQe(f)(k) = Zk12B Xg2Pk;k1 dk1 Zk02~"�1(k;k1 ;g)(0)d ~Nk;k1;g(k0)�e(k; k0; k1; k + k1 + g � k0)��f 0f(k + k1 + g � k0)(1� f)(1� f1)� ff1(1� f 0)(1� f(k + k1 + g � k0))�: (2.15)We shall also use the notation �N(k; k1) = Xg2Pk;k1 ~N(k; k1; g): (2.16)Assumption 3: Amplitude of cross sections� There exist two constants c0; C0 > 0 such that for a.e k; k0 2 B2 verifying "(k) ="(k0), c0 � �0(k; k0)N("(k)) � C0 : (2.17)� There exist two constants ce; Ce > 0 such that when k; k1 2 B2, andk0 2 [g2Pk;k1 ~"�1(k; k1; g)(0),ce � �e(k; k0; k1; k+ k1 � k0) ~N(k; k1; 0); (2.18)�N(k; k1)8<: Xg2Pk;k1 �e(k; k0; k1; k+ k1 + g � k0)9=; � Ce: (2.19)5



Assumption 4: Inelastic operatorsWe shall not give an explicit form for the inelastic operator Q�1 . We assume howeverthat Q�1 (f) = Q01(f) + �Q�1;1(f) and both Q01 and Q�1;1 are bounded operators of L2(B)(uniformly in � for the second one) such that for any centered Fermi{Dirac functionF (k) = exp(a+ c "(k))=(1+ exp(a+ c "(k))) (where a and c are real numbers),ZB Q01(F ) dk = 0: (2.20)Assumption 5: Natural bounds for the initial conditionThe function f�in lies in L1(
� B) and satis�es for a.e. (x; v) 2 
�B:0 � f�in(x; v) � 1: (2.21)Assumption 5 is natural for densities constrained to verify Pauli's exclusion principle,which is the case in a degenerate semiconductor.Assumption 6: Regularity of the electric �eldThe function V belongs to C2(
).Assumption 7: Reection operator on the boundaryThe open set 
 of IR3 is regular (C2) and connected. The cross section R(k0 ! k) isa nonnegative measure satisfying the following identities.For all (x; k) 2 @
� B such that k 2 B+(x),jrk"(k) � �(x)j = ZB�(x) jrk"(k0) � �(x)jR(k! k0) �("(k)� "(k0)) dk0; (2.22)and for all (x; k; k0) 2 @
�B �B such that k 2 B+(x) and k0 2 B�(x),jrk"(k0) � �(x)jR(k! k0) = jrk"(�k) � �(x)jR(�k0! �k): (2.23)Equation (2.22) means that the boundary restitutes all the impinging electrons withoutaltering their energy. Indeed a simple computation proves that (2.22) leads toZB�(x)G("(k)) jrk"(k) � �(x)j f(t; x; k) dk= ZB+(x)G("(k)) jrk"(k) � �(x)j f(t; x; k) dk(2.24)for all f satisfying (2.6) and all functions G. Equation (2.23) is a reciprocity relation result-ing from the time reversibility of the microscopic dynamics, see [14] or [6] and referencestherein.We refer to [4] for a detailed physical interpretation of this framework, as well as for adiscussion of the relevant bibliography. 6



2.2 The resultLet us �rst introduce the following de�nition.De�nition 1: We say that f� is a weak solution of (2.2) { (2.6) under assumptions1 to 7 if f� 2 C0([0; T ]; L2(
� B)), f� admits a trace f�� on the set �(t; x; k) 2 [0; T ]�@
�B; k 2 B�(x)�, and for all test function � 2 D([0; T [�
�B), the following weakformulation is veri�ed,Z
�B f�in(x; k) �(0; x; k) dxdk�Z T0 Z
�B f� �@�@t + 1� (rk"(k) � rx� +rxV � rk�)�dxdkdt == Z T0 Z
�B �(t; x; k) � 1�2 (Qe(f�) +Q0(f�)) +Q�1 (f�)� dxdkdt� B(f�; �); (2.25)where the boundary term is (thanks to (2.6) together with (2.22))B(f�; �) = Z T0 Z@
 Zk2B+(x) Zk02B�(x) jr"(k0) � �(x)j f�+(x; k; t)�R(k! k0) �("(k)�"(k0)) [�(x; k; t)��(x; k0; t)] dkdk0 d�(x) dt: (2.26)The aim of this paper is to prove the following result:Theorem 1: Let f� be a weak solution to the rescaled problem (2.2) { (2.6) underassumptions 1 to 7 in the sense of de�nition 1. Assume that there exists � > 0 such thatfor almost every (�; t; x; k) 2]0; 1]� [0; T ]� 
�B,� � f�(t; x; k) � 1� �: (2.27)Then, up to extraction of a subsequence, f�(t; x; k) converges in L2([0; T ]�
�B) strongwhen � tends to 0 to a centered Fermi{Dirac equilibrium F 0(t; x; k). Its moments are�0(t; x) = ZB F 0(t; x; k) dk; W 0(t; x) = ZB F 0(t; x; k) "(k) dk: (2.28)They solve in the the weak sense the following Energy Transport model,@�0@t +rx � J0 = 0; (2.29)@W 0@t +rx � J0W � rxV � J0 = ZB Q01(F 0) "(k) dk; (2.30)with the homogeneous boundary conditionsJ0 � �(x) = J0W � �(x) = 0 8x 2 @
: (2.31)The current density and the energy current density are given by the formulaeJ0 = ZB r0rk"(k) dk (2.32)J0W = ZB r0 "(k)rk"(k) dk (2.33)7



where r0 2 L2([0; T ]� 
� B) satis�es the following equation:(rk"(k) � rx +rxV � rk)F 0 = (D1Qe(F 0) + Q0)(r0): (2.34)The initial condition for �0 and W 0 are the limit as � tends to zero of Z f�in dk andZ f�in " dk.Remark 2.1 The limit equations listed in the above theorem are identical to the EnergyTransport model derived in [4]. The formulation of Theorem 1 is more tractable for thepresent study. In order to introduce the di�usion c��cients of [4], we �rst notice that inthe above equations we can replace r0 byf1(t; x; k) = r0(t; x; k) + a(t; x) + b(t; x) "(k);since the last two terms give a zero contribution when they are multiplied by "r" or r"and integrated over the whole Brillouin zone B. Now we can choose a(t; x) and b(t; x)in such a way that the integrals of f1 and f1 " over the Brillouin zone vanish. Then, werecover the situation of [4] since f1 satis�es(rk"(k) � rx +rxV � rk)F 0 = (D1Qe(F 0) + Q0)(f1):Indeed, writing F 0 = 11 + exp( "��T )leads to f1(x; k; t) = [rx � �T � rxVT ] �	1 +rx( 1T ) �	2;where 	1 and 	2 are the unique solutions of(D1Qe(F 0) +Q0)(	1) = rk"F 0(1� F 0);(D1Qe(F 0) + Q0)(	2) = "rk"F 0(1� F 0);such that ZB 	i dk = ZB "(k)	i(k) dk = 0 i = 1; 2:After some computations we end up with the following formulaeJ0 = D11 [rx � �T � rxVT ] +D12 rxTT 2 ;J0W = D21 [rx � �T � rxVT ] +D22 rxTT 2 ;where the matrices Dij are given byD1j = ZBr"(k)
	j(k) dk; D2j = ZB "(k)r"(k)
	j(k) dk:8



Remark 2.2 We do not prove here rigorously the existence of the weak solutions f� ofthe Boltzmann equation. We explain however briey how this can be done.Notice �rst that the estimate 0 � f� � 1 remains valid for all times if it is satis�ed attime t = 0 (maximum principle [17, 21]..). It is then possible to prove that the mapf ! Q�(f) = Qe(f) +Q0(f)�2 + Q�1 (f)is continuous from the set f0 � f � 1g endowed with the L2(B) norm, on L2(B).A �xed point argument then shows the existence for our weak problem. For thetreatment of the boundary term, we refer to [22, 7].Finally, the bound 0 � f� � 1 implies that f� 2 C0(IR+; Lp(
�B)) for all p < +1.The assumption � � f � 1 � � is very strong and di�cult to prove, especially whenone is looking for global (in time) solutions. Indeed, it should not be di�cult to proveby continuity arguments that if the initial data satisfy this bound (and are su�cientlyregular), then the solution of the Boltzmann equation satis�es the same bound with �replaced by �=2 in a time interval near zero. The problem is that the measure of thisinterval might tend to zero as � goes to zero.On the other hand, Degond, G�enieys and J�ungel have shown the existence of solutionsof the Energy Transport model [9, 10, 11, 12] under the hypothesis that the di�usionmatrices do not degenerate. This hypothesis is not ful�lled for example if the temperatureapproaches zero.Note that under this non{degeneracy assumption, one could hope to prove the assump-tion � � f� � 1� � on a (small) time interval independent of �.The proof of theorem 1 will be done in several steps. In Section 3, we prove that thedistance in L2 of f� towards the set of centered Fermi{Dirac distribution functions tendsto zero. The main tool here is an entropy dissipation estimate, in the spirit of the worksof [15] and [27]. Then, averaging lemmas are used in section 4 in order to prove the strongconvergence of the moments of f�. The strong convergence of f� itself towards a centeredFermi{Dirac function is then obtained as a corollary. Finally, the passage to the limitleading to eq. (2.29) { (2.34) is performed in section 5, following the moment approach ofthe previous works [2, 21].Remark: In the sequel, the following properties of symmetry deduced from the co-areaformula (see [18]), will be used systematically:i) For any measurable f : B2 ! IR such that the integrals below converge,Zk2B Zk02"�1("(k)) f(k; k0) dN"(k)(k0)dk = Zk2B Zk02"�1("(k)) f(k0; k) dN"(k)(k0)dk: (2.35)ii) For any measurable f : B2 ! IR such that the integrals below converge,ZB2 dk dk1 Xg2Pk;k1 Zk02~"�1(k;k1 ;g)(0)d ~Nk;k1;g(k0)f(k; k0; k1; k+ k1 + g � k0)= ZB2 dk dk1 Xg2Pk;k1 Zk02~"�1(k;k1 ;g)(0)d ~Nk;k1;g(k0)f(k0; k; k+ k1 + g � k0; k1)9



= ZB2 dk dk1 Xg2Pk;k1 Zk02~"�1(k;k1 ;g)(0)d ~Nk;k1;g(k0)f(k1; k+ k1 + g � k0; k; k0): (2.36)iii) For any k; k0; k1; k01 2 B such that "(k)+"(k1) = "(k0)+"(k01) and k+k1�k0�k01 2L�, one has �N(k; k1) = �N(k0; k01): (2.37)3 Entropy dissipation rate and departure from the equilib-riumLet us denote by F and Fc the respective sets of Fermi{Dirac and centered Fermi{Diracfunctions: F = � exp(a+ b � k + c "(k))1 + exp(a+ b � k + c "(k)) ; a; c 2 IR; b 2 IR3� ; (3.1)Fc = � exp(a+ c "(k))1 + exp(a+ c "(k)) ; a; c 2 IR� : (3.2)We also introduce the entropy dissipations relative to the collision operators Q0 and QeEQe(f) = ZB Qe(f)H(f)dk; EQ0(f) = ZB Q0(f)H(f)dk; (3.3)and the global entropy dissipationEg(f) = EQe(f) +EQ0(f): (3.4)Here, H is the function de�ned byH(y) = ln( y1� y ); for 0 < y < 1: (3.5)The main result of this section is the following estimate:Proposition 3.1: For any � > 0, there exists a constant C� > 0 such that for allmeasurable functions f : B ! IR satisfying � � f � 1� � a.e.,�Eg(f) � C� infF2Fc jjf � F jj2L2(B): (3.6)The proof is done in the spirit of [15] and is decomposed into several lemmas.Lemma 3.2: For any � > 0, there exists a constant C1;� > 0 such that for all measurablefunction f : B ! IR satisfying � � f � 1� � a.e.,�EQ0(f) � C1;� infU2L1(IR) ZB jH(f)(k)� U("(k))j2 dk: (3.7)Proof of lemma 3.2: From now on, we shall use the notation " = "(k), "0 = "(k0).Thanks to the properties of symmetry of �0 (see assumption 2), we can write�EQ0(f) = 12 ZB2 �0(k; k0) �("0 � ") (f � f 0) �H(f)�H(f 0)�dkdk0= 12 ZB2 �0(k; k0) �("0 � ") f 0 (1� f)� �H(f)�H(f 0)�dkdk0; (3.8)10



where �(x) = x (ex � 1): (3.9)Recalling that � � f � 1��, there exists a constant K� > 0 such that for all (k; k0) 2 B2,� �H(f)�H(f 0)� � K� �H(f)�H(f 0)�2 : (3.10)Hence, using the Co-area formula, we obtain�EQ0(f) � 12 � (1� �)K� ZB2 �0(k; k0) �("0 � ") �H(f)�H(f 0)�2 dkdk0� 12 � (1� �)K� ZB Zk02"�1("(k))�0(k; k0) �H(f)�H(f 0)�2 dN"(k)(k0): (3.11)Using assumption 2 and Jensen's inequality, we get�EQ0(f) � 12 � (1� �)K� c0 ZB ���� Zk02"�1("(k)) �H(f)�H(f 0)� dN"(k)(k0)N("(k)) ����2dk� C1;� ZB ����H(f)� Zk02"�1("(k))H(f 0)dN"(k)(k0)N("(k)) ����2dk� C1;� infU2L1(IR) ZB jH(f(k))� U("(k))j2 dk: (3.12)Lemma 3.3: For any � > 0, there exists a constant C2;� > 0 such that for all measurablefunction f : B ! IR satisfying � � f � 1� � a.e.,�EQe(f) � C2;� infT2L1(B�IR) ZB2 jH(f) +H(f1)� T (k + k1; "(k) + "(k1))j2 dkdk1: (3.13)Proof of lemma 3.3: Thanks to the symmetry properties of �e (see assumption 2), wecan write (using the notation d4k = dkdk1dk0dk01):�EQe(f) = 14 ZB4 �e �" �p �ff1(1� f 0)(1� f 01)� f 0f 01(1� f)(1� f1)�� �H(f) +H(f1)�H(f 0)�H(f 01)� d4k= 14 ZB4 �e �" �p f 0f 01(1� f)(1� f1)� �H(f) +H(f1)�H(f 0)�H(f 01)� d4k� C� ZB4 �e �" �p �H(f) +H(f1)�H(f 0)�H(f 01)�2 d4k� C� ZB2 dk dk1 Xg2Pk;k1 Z~"(k;k1 ;g)�1(0)d ~Nk;k1;g(k0)�e(k; k0; k1; k+ k1 + g � k0)� �H(f) +H(f1)�H(f 0)�H(f(k+ k1 + g � k0))�2 (3.14)The right hand side of the above identity is a sum of nonnegative terms. Therefore, usingonly one term (g = 0), assumption 3 and Jensen's inequality yields�EQe(f) � C2;� ZB2 ���� Z~"(k;k1 ;0)�1(0)�H(f) +H(f1)�H(f 0)�H(f(k+ k1 � k0))� d ~Nk;k1;0(k0)~N(k; k1; 0) ����2dkdk1� C2;� ZB2 ����H(f) +H(f1)� Z~"(k;k1 ;0)�1(0)H(f 0) +H(f(k+ k1 � k0))d ~Nk;k1;0(k0)~N(k; k1; 0) ����2dkdk111



� C2;� infT2L1(B�IR) ZB2 ����H(f) +H(f1)� T (k + k1; "(k) + "(k1))����2dkdk1: (3.15)Lemma 3.4: There exists a constant C3 > 0 such that for all measurable functionf : B !]0; 1[ satisfying H(f) 2 L2(B); (3.16)the following estimate holds:infT2L1(B�IR) ZB2 jH(f) +H(f1)� T (k + k1; "(k) + "(k1))j2 dkdk1 (3.17)� C3 infm2M ZB jH(f)�mj2 dk: (3.18)where M is the set M = na+ b � k + c "(k); a; c 2 IR; b 2 IR3o : (3.19)Proof of lemma 3.4: Let B be the set of functions of L2(B2) depending only on k + k1and "(k) + "(k1) and introduce the following linear operator:L : L2(B)=M ! L2(B2)=Bt(k) 7! Lt(k; k1) = t(k) + t(k1): (3.20)Inequality (3.18) is satis�ed if and only if the map L is open. Consequently, we shall provethat L is continuous, one to one and has a closed range and then apply the open mappingtheorem.I) L is continuousSince m(k) +m(k1) is in B whenever m is in M , and since B is bounded, there existsa positive constant C such thatinfT2B ZB2 jt(k) + t(k1)� T (k; k1)j2dkdk1 � infm2M ZB2 jt(k)�m(k) + t(k1)�m(k1)j2dkdk1� C infm2M ZB jt(k)�m(k)j2dk: (3.21)II) The range of L is closedLet tn be a sequence in L2(B)=M and u in L2(B2)=B such that Ltn tends to u inL2(B2)=B. Let us prove that u is in the range of L. First, there exists a sequence snin L2(B), a sequence Tn(k + k1; "(k) + "(k1)) in L2(B2) (as a function of k and k1) andg in L2(B2) such that tn is the natural projection of sn on L2(B)=M , u is the naturalprojection of g on L2(B2)=B andsn(k) + sn(k1) + Tn(k+ k1; "(k) + "(k1)) �! g(k; k1) (3.22)in L2(B2). Writing k = (k1; k2; k3) and k1 = (k11; k21; k31), we introduce the di�erentialoperators, for (i; j) 2 f1; 2; 3g2,~rij = �� @"@ki� (k)� � @"@ki� (k1)� @@kj � @@kj1!��� @"@kj� (k)� � @"@kj� (k1)� @@ki � @@ki1! (3.23)12



which enjoy the following property:For (i; j) 2 f1; 2; 3g2, ~rij(Tn(k+ k1; "(k) + "(k1))) = 0: (3.24)Therefore, for (i; j) 2 f1; 2; 3g2,~rij(sn(k) + sn(k1)) �! ~rijg(k; k1) in H�1(B2): (3.25)So far the proof is a rewriting of the previous proof [15] for the Boltzmann equation. Theonly di�erence is that the energy band is not parabolic. In [15], the proof goes on byapplying a certain di�erential operator to (3.25) and for which many terms (involving thethird derivative of the band diagram) vanish. This cannot be done in our case becausethe band diagram is not parabolic and consequently its third derivative does not vanish.We propose an alternative proof relying on the use of test functions. According toassumption 1, for all (i; j) 2 f1; 2; 3g2 such that i 6= j there exists a test function �ij 2H10(B) such that D1; �ij(k1)E = 0; (3.26)�� @"@ki� (k1); �ij(k1)� = 1; (3.27)�� @"@kj� (k1); �ij(k1)� = 0; (3.28)where h; i is the H�1; H10 duality product (Cf. for example [5], p. 41, lemma 3.2). Takingthe duality product of (3.25) with �ij(k1) (for i 6= j), we obtain the convergence in H�1(B)of Aijn (k) = @sn@kj (k) + aijn @"@ki (k)� bijn @"@kj (k)� cijn (3.29)where aijn = ��@sn@kj� (k1); �ij(k1)� ; bijn = ��@sn@ki� (k1); �ij(k1)� ; (3.30)and cijn = �� @"@ki� (k1)�@sn@kj� (k1)� � @"@kj� (k1)�@sn@ki� (k1); �ij(k1)� : (3.31)Replacing in (3.25) @Sn@kj (k) by the value deduced from (3.29), we get the convergence inH�1(B � B) of(bijn � bjin )� @"@ki (k) @"@kj (k)� @"@ki (k1) @"@kj (k)� @"@ki (k) @"@kj (k1) + @"@ki (k1) @"@kj (k1)�+aijn �� ( @"@ki )2(k) + 2 @"@ki (k) @"@ki (k1)� ( @"@ki )2(k1)�+ajin �( @"@kj )2(k)� 2 @"@kj (k) @"@kj (k1) + ( @"@kj )2(k1)�: (3.32)13



Then, testing this convergence against the functions �ab(k)�cd(k1), with ab; cd = ij or ji,we get the convergence of (bijn � bjin ), aijn and ajin . Therefore, bijn = bn + ~bijn where ~bijn isbounded. Consequently, after the extraction of a subsequence, (3.29) can be rewritten~Aijn (k) = @sn@kj (k)� bn @"@kj (k)� cn (3.33)where ~Aijn (k) converges in H�1(B). Hence, there exists a sequence of real numbers dnsuch that sn(k)� bn"(k)� cn � k + dn (3.34)converges in L2(B) (where cn = ((cn)1; (cn)2; (cn)3)). Therefore, the range of L is closed.III) L is one to oneThe previous arguments are still valid here. Let s 2 L2(B), and assume that thereexists a function T (in L2(B2) as function of k; k1) such thats(k) + s(k1) = T (k+ k1; "(k) + "(k1)): (3.35)Then, using again for (i; j) 2 f1; 2; 3g2 the operators ~rij de�ned in equation (3.23), it canbe proved that there exists a; d 2 IR and c 2 IR3 such thats(k) = �d+ c � k + b "(k) 2M; (3.36)The proof is a rewriting the proof of closedness of L in which the subscript n is removedand the expressions \bounded" or \converges in H�1" replaced by \equal to zero".We now come to theProof of proposition 3.1: We denote by A the space of functions of L2(B) whichdepend only on "(k). Note that A is closed in L2(B). According to lemmas 3.2 to 3.4, thefollowing estimate holds for any f such that � < f(k) < 1� � a.e.:�Eg(f) � C3C2;� d2 (H(f);M) + C1;� d2 (H(f);A) ; (3.37)where d denotes the distance associated to L2(B).Note now that since M is �nite-dimensional and since A is closed (in L2(B)), A+M isalso closed (in L2(B)). Then, according to the open mapping theorem (see [5] for example),we get a constant C� > 0 such that for any f verifying the estimate � < f(k) < 1�� a.e.:�Eg(f) � C� d2 (H(f);M \ A) : (3.38)Since M \ A is the space of functions spanned by 1 and ", then, according to theestimate 8x; y 2 IR; ���� exp x1 + exp x � exp y1 + exp y ���� � jx� yj; (3.39)we get�Eg(f) � C� infa;c2IR ZB jH(f)� a� c "(k)j2 dk � C� infF2Fc ZB jf � F j2dk: (3.40)14



We now prove a corollary of proposition 3.1 which concerns the scaling described inthe introduction. We can prove that the scaled quantity f� is at a distance of order � ofthe space of centered Fermi{Dirac functions:Corollary 3.5: Suppose that f� is a solution to the rescaled problem (2.2) { (2.6) underassumptions 1 to 7. Suppose moreover that it satis�es the bound (2.27). Then there existsa family of centered Fermi{Dirac functions (F�)�2]0;1] and a constant CT > 0 such thatf� = F� + � r�; (3.41)with jjr�jj2L2([0;T ]�
�B) � CT : (3.42)Proof of corollary 3.5: Multiplying equation (2.2) by �2H(f�) and integrating withrespect to (t; x; k) on [0; T ]� 
� B, we get:�2�Z
 S�(T; x) dx� Z
 S�(0; x) dx�+ � Z T0 Z@
G�(t; x) � �(x) d�(x)dt� Z T0 Z
Eg(f�) dxdt� �2 Z T0 Z
 ZB Q�1 (f�)H(f�) dkdxdt = 0: (3.43)In equation (3.43) � denotes the super�cial measure on @
, S� is the entropy de�ned byS�(t; x) = ZB �(f�(t; x; k))dk; (3.44)and G� is the entropy ux de�ned byG�(t; x) = ZBrk"(k) �(f�(t; x; k))dk: (3.45)In equations (3.44) and (3.45), � denotes the strictly convex function de�ned on [0; 1] by�(x) = x log x+ (1� x) log(1� x): (3.46)The proof of (3.43) can be made more rigorous by �rst noticing that, since � � f �1 � �, the function �(f) is Lipschitz continuous with respect to f . Therefore, we canchoose it to renormalize the Boltzmann equation [16] and get@�(f�)@t + 1� (rk"(k) � rx +rxV � rk) �(f�) = H(f�)�2 (Qe(f�) + Q0(f�))+H(f�)Q�1 (f�);and we obtain (3.43) thanks to an integration over all variables (the continuity with respectto time is important).Inserting equation (2.22) into equation (2.23) and using the evenness of " (assumption1), we get: 1 = ZB+(x)R(k0 ! k) �("(k)� "(k0)) dk0: (3.47)Equation (3.47) means that the constant function equal to 1 satis�es the boundary con-dition (2.6). Hence, Jensen's inequality yields, 8t 2 IR+, 8(x; k) 2 @
 � B such thatk 2 B�(x), �(f��(t; x; k))� ZB+(x)R(k0 ! k) �("(k)� "(k0)) �(f�+(t; x; k0)) dk0: (3.48)15



Multiplying by jrk"(k) � �(x)j, integrating with respect to k 2 B�(x) and using equation(2.22) gives:ZB�(x) jrk"(k) � �(x)j �(f�(t; x; k)) dk � ZB+(x) jrk"(k) � �(x)j �(f�(t; x; k)) dk: (3.49)This implies that 8(t; x) 2 IR+ � @
,G�(t; x) � �(x) � 0: (3.50)Now, according to proposition 3.1, there exists a constant C� > 0 and a Fermi{Diracfunction F�(t; x; k) such that:�Eg(f�) � C��jjf� � F�jjL2(B)� �2�: (3.51)Since x! x log x+(1�x) log(1�x) is a bounded function on [0,1], we deduce from (3.43)and (3.51) thatjjf� � F�jj2L2([0;T ]�
�B) � C�2 + �2 Z T0 Z
 ZB Q�1 (f�)H(f�)dkdxdt: (3.52)Corollary 2.5 is then a straightforward consequence of assumption 4.4 Mean compactness propertyThis section is aimed at proving the following result:Proposition 4.1: Let f� be a solution to the rescaled problem (2.2) { (2.6) underassumptions 1 to 7 satisfying the bound (2.27). Then f� converges up to a subsequencewhen � tends to 0 towards a centered Fermi{Dirac function F 0 in Lp([0; T ] � 
 � B)(strong) for 1 � p < +1.Moreover, the concentration ��(t; x) = ZB f�(t; x; k) dk and the energy W�(t; x) =ZB f�(t; x; k) "(k) dk converge (also up to extraction) strongly in Lp([0; T ]�
) for 1 � p <+1, when � tends to 0, respectively to �0(t; x) and W 0(t; x), which are the concentrationand energy relative to F 0.In order to prove proposition 4.1, we use an averaging lemma stating that �� and W�are strongly compact locally in L2([0; T ]�
). Then one has to prove that the limits �0 andW 0 of these quantities are indeed the concentration and energies relative to a Fermi{Diracfunction F 0. Once this result is obtained, the convergence of f� towards F 0 is a simpleconsequence of corollary 3.5. The outline of the proof follows closely the previous work byGolse and Poupaud [21]. Many details are however quite di�erent.Lemma 4.2: Let ~f�; ~H� be uniformly bounded in L2(IR� IR3�B) and ~g� be uniformlybounded in (L2(IR� IR3 �B))3. Suppose moreover that� @@t ~f� + v(k) � rx ~f� = rk � ~g� + ~H�; (4.1)16



where k ! v(k) is a function of (W 1;1(B))3) satisfying the following property:9C; � > 0; 8! 2 S3;  > 0; �����k 2 B; ���� � v(k)1 � � !���� � ����� � C �: (4.2)Then, for any � 2 W 1;1(B), the averages ~I�� (t; x) = ZB ~f�(t; x; k)�(k) dk are uniformlybounded in L2(IRt;H�=4(IR3x)).For the proof of this lemma, we refer to [21] where only the case � � 1 is treated. Theextension to any � 2 W 1;1(B) is straightforward.Lemma 4.3: Let f� be a solution to the rescaled problem (2.2) { (2.6) under assumptions1 to 7 satisfying the bound (2.27). Then the concentration ��(t; x) and the energyW�(t; x)are uniformly bounded in L2loc(]0; T [;H�=4loc (
)) (� is de�ned in assumption 1).Proof of lemma 4.3: Plugging decomposition (3.41) of corollary 3.5 in eq. (2.2) andmultiplying by �, we get:�@f�@t +(rk"(k) � rx +rxV � rk)f� = (D1Qe(F�) +Q0)(r�)+ �(D2Qe(F�)(r�; r�) + Q�1 (f�))+ �2D3Qe(F�)(r�; r�; r�); (4.3)where DiQe(F�) for i = 1; ::; 4 denote respectively the ith derivative of Qe with respectto F�. (Note that since Qe is cubic, its fourth derivative satis�es D4Qe(F�) = 0). Let usnow de�ne on IR � IR3 � B the function ~f� = � f�, where �(t; x) 2 D(IR � IR3) has itssupport in ]0; T [�
 and will be chosen later. The function ~f� de�ned on IR � IR3, is asolution of the following equation:� @ ~f�@t +rk"(k) � rx ~f� = rk � ~g� + ~H�; (4.4)where ~g� = �rxV f�; ~H� = f� @�@t + f�rk"(k) � rx� + � h�; (4.5)and h� denotes the right{hand side of eq. (4.3).Note �rst that since 0 � f� � 1, and thanks to assumption 6, the sequences ~f� andj~g�j are uniformly bounded in L2(IR� IR3�B). Moreover assumption 1 also implies thatrk" satis�es the requirements of lemma 4.2 on v with � = �.It remains to prove that ~H� is uniformly bounded in L2(IR � IR3 � B). It is clearlyenough to prove that h� is uniformly bounded in L2([0; T ]� 
 � B). We shall thereforeprove that all the terms appearing in the right{hand side of eq. (4.3) are uniformlybounded in L2.I) The term Q0(r�) 17



Using assumption 3 and Cauchy{Schwarz inequality, we can prove that Q0 is boundedin L2([0; T ]� 
�B). Namely,jjQ0(f)jj2L2([0;T ]�
�B) � C20 Z T0 Z
 ZB Z"�1("(k)) jf 0 � f j2dN"(k)(k0)N("(k)) dkdxdt� 2C20 Z T0 Z
 ZB Zk02"�1("(k))�jf 0j2 + jf j2�dN"(k)(k0)N("(k)) dkdxdt= 4C20 Z T0 Z
 ZB Zk02"�1("(k)) jf j2 dN"(k)(k0)N("(k)) dkdxdt= 4C20 jjf jj2L2([0;T ]�
�B): (4.6)Then, corollary 3.5 implies that Q0(r�) is uniformly bounded in L2([0; T ]� 
�B).II) The term D1Qe(F �)(r�)Note �rst that this term can be written under the formD1Qe(F�)(r�) = ZB3 �e �" �p(r0� P�(k01; k; k1) + r0�1 P�(k0; k; k1)� r� P�(k1; k0; k01)� r�1 P�(k; k0; k01))dk1dk0dk01; (4.7)where P�(k1; k0; k01) = F�1 (1� F 0�) (1� F 0�1 ) + F 0� F 0�1 (1� F�1 ): (4.8)The function P� is always nonnegative and bounded by 2.We �rst consider the term involving r�. According to assumption 3 and using Cauchy{Schwarz inequality, we getZ T0 Z
 ZB ����ZB3 �e �" �p r� P�(k1; k0; k01) dk1dk0dk01����2 dkdxdt� C2e Z T0 Z
 ZB jr�j2 ZB Xg2Pk;k1 Z~"�1(k;k1 ;g)(0)jP�(k1; k0; k+ k1 + g � k0)j2d ~Nk;k1;g(k0)�N(k; k1) dk1dkdxdt� 4C2e jBj jjr�jj2L2([0;T ]�
�B): (4.9)According to formula (2.36), the term involving r�1 can be treated exactly in the sameway. Then, the terms involving r0� and r0�1 are treated with the help of formulas (2.36)and (2.37) and give rise to the same estimate (4.9).III) The term D2Qe(F �)(r�; r�)We �rst write this term under the formD2Qe(F�)(r�; r�) = ZB3 �e �" �p �r� r0� (F�1 � F 0�1 ) + r�1 r0�1 (F� � F 0�)+r� r�1 (F 0� � (1� F 0�1 )) + r0� r0�1 ((1� F�)� F�1 )+r� r0�1 (F�1 � F 0�) + r�1 r0� (F� � F 0�1 )�dk1dk0dk01: (4.10)18



Using the estimate j� r�j � 2, we can �nd a constant C1 > 0 such that:jj�D2Qe(F�)(r�; r�)jj2L2([0;T ]�
�B) �� C1 Z T0 Z
 ZB2 Xg2Pk;k1 Zk02~"�1(k;k1 ;g)(0)(jr�j2+ jr�1 j2+ jr0�j2+ jr0�1 j2)d ~Nk;k1;g(k0)�N(k; k1) dk1dkdxdt:(4.11)Using the same symmetry properties as for D1Qe, we get the existence of a constantC2 > 0 such that:jj�D2Qe(F�)(r�; r�)jj2L2([0;T ]�
�B) � C2 jjr�jj2L2([0;T ]�
�B): (4.12)IV) The term D3Qe(F �)(r�; r�; r�)Since we haveD3Qe(F�)(r�; r�; r�) = ZB3 �e �" �p �r�r�1 r0� + r�r�1 r0�1�r0�r0�1 r� � r0�r0�1 r�1� dk1dk0dk01: (4.13)then using once again the estimate j�r�j � 2, we can �nd C3 > 0 such thatjj�2D3Qe(F�)(r�; r�; r�)jj2L2([0;T ]�
�B) �� C3 Z T0 Z
 ZB2 Xg2Pk;k1 Zk02~"�1(k;k1 ;g)(0)(jr�j2 + jr�1 j2 + jr�1 j2 + jr0�1 j2)d ~Nk;k1;g(k0)�N(k; k1) dk1dkdxdtTherefore, there exists a nonnegative constant C4 such thatjj�2D3Qe(F�)(r�; r�; r�)jj2L2([0;T ]�
�B) � C4 jjr�jj2L2([0;T ]�
�B): (4.14)Note �nally that because of assumption 4, there exists a constant KT > 0 such thatfor � 2 [0; 1], jj�Q�1 (f�)jj2L2([0;T ]�
�B) � KT : (4.15)Then we can use lemma 4.2 in order to prove that � �� and �W� are uniformly boundedin L2(IR;H�=4(IR3)). Finally, �� and W� are uniformly bounded in L2loc(]0; T [;H�=4loc (
)).Lemma 4.4: Assume that X0, X and X1 are Hilbert spaces which satisfy X0 � X � X1,with continuous inclusions. Suppose moreover that the �rst inclusion is compact. Wedenote, for any bounded set K � IR,HK(X0; X1) = fu 2 L2(IR;X0); Dtu 2 L2(IR;X1) and Supp u � Kg; (4.16)where Dtu denotes the derivative of u with respect to t in the sense of distributions. Then,the injection of HK(X0; X1) into L2(IR;X) is compact.For the proof of this lemma, we refer to [26].19



Lemma 4.5: Let f� be a solution to the rescaled problem (2.2) { (2.6) under assumptions1 to 7 satisfying the bound (2.27). Then the concentration ��(t; x) and the energyW�(t; x)belong to a compact set of L2loc(]0; T [�
).Proof of lemma 4.5: The proof is an application of lemma 4.4.Multiplying equation (2.2) by  1"(k) ! and integrating with respect to k, we get:@@t  ��W� !+ 1� ZB(rk" � rx +rxV � rk)(F� + �r�) 1"(k) ! dk= 1�2 ZB(Qe +Q0)(f�) 1"(k) !dk + ZB Q�1 (f�) 1"(k) !dk: (4.17)Since 1 and "(k) are collisional invariants of Qe + Q0 and since F� and " are even withrespect to k, this identity can be rewritten under the following form:@@t  ��W� !+rx�ZB r�rk"(k) 1"(k) ! dk��rxV � ZB r� 0rk"(k) ! dk = ZB Q�1 (f�) 1"(k) !dk: (4.18)Therefore, the quantities �� andW� are uniformly bounded in the spaceH1([0; T ];H�1(
)).Introducing once again the cuto� function � (as in lemma 4.3), and using lemma 4.4 withu = � �, (and then u = �W ), X0 = H�=4(IR3), X = L2(IR3) and X1 = H�1(IR3), we getlemma 4.5.Before turning to the proof of proposition 4.1, we give a last lemma which speci�es thelink between the conservative variables (�;W ) and the entropic variables (a; c) relative toa Fermi{Dirac function F .Lemma 4.6: Let F be a centered Fermi{Dirac function:F (k) = exp(a+ "(k) c)1 + exp(a+ "(k) c) ; (4.19)and let � = RB F (k) dk, W = RB "(k)F (k) dk denote its conservative variables. Then thefunction T de�ned by T (a; c) = ZB log (1 + exp(a+ "(k) c)) dk (4.20)belongs to C2(IR2), is strictly convex and its derivatives are@T@a = �; @T@c = W: (4.21)Moreover the function E : (a; c)! (�;W ) is a C1�di�eomorphism from IR2 to E(IR2).20



Proof of lemma 4.6: It is obvious that T 2 C2(IR2). The computation of its derivativesis also simple. In order to prove that T is strictly convex, we compute its Hessian matrix0BBBBB@ ZB exp(a+ "(k)c)(1 + exp(a+ "(k)c))2dk ZB exp(a+ "(k)c)(1 + exp(a+ "(k)c))2"(k)dkZB exp(a+ "(k)c)(1 + exp(a+ "(k)c))2 "(k)dk ZB exp(a+ "(k)c)(1 + exp(a+ "(k)c))2 "2(k)dk 1CCCCCA : (4.22)According to Cauchy{Schwarz inequality and using the linear independence of 1 and ", itbecomes clear that T is strictly convex. We note that the Jacobian matrix of E is nothingbut the Hessian matrix of T . Then the properties of E are a straightforward applicationof the inverse function theorem.We now can prove proposition 4.1.Proof of proposition 4.1: According to lemma 4.5, the sequences �� and W� admita subsequence ��n1 and W�n1 converging for a:e: (t; x) 2 [0; T ]� 
 towards a limit �0 andW 0.Note also that because of corollary 3.5, we can �nd a subsequence �n of �n1 suchthat for a.e. (t; x; k) in [0; T ]� 
 � B, f�n(t; x; k) � F�n(t; x; k) tends to 0. Then theconservative variables ��nF and W�nF , which are related to the Fermi{Dirac functions F�n ,also converge, for a:e: (t; x) 2 [0; T ]� 
 towards �0 and W 0.Let us prove that for a:e: (t0; x0) 2 [0; T ] � 
 the entropic variables a�n and c�nrelated to the Fermi{Dirac function F�n are bounded. To this aim, we introduce for(t0; x0) 2 [0; T ]�
 the set Lt0;x0 = fk 2 B; f�n(t0; x0; k)�F�n(t0; x0; k)! 0 and � �f�n(t0; x0; k) � 1 � �g, and the set M = f(t0; x0) 2 [0; T ]� 
; jLct0;x0 j = 0g. Then, Mis a set of full measure of [0; T ]� 
.Assume that a�n(t0; x0) is unbounded, then there exists a subsequence �n2 such thatlimn!+1 ja�n2 (t0; x0)j = +1: (4.23)Then, for all k 2 Lt0;x0 such that "(k) 6= 0 andlimn!+1 c�n2a�n2 (t0; x0) 6= � 1"(k) (4.24)(when this limit exists), the sequencea�n2 (t0; x0) + "(k) c�n2 (t0; x0) = a�n2 (t0; x0) 1 + "(k) c�n2a�n2 (t0; x0)! (4.25)is unbounded, and therefore H(F�n2 (t0; x0; k)) and H(f�n2 (t0; x0; k)) are also unbounded.But this is impossible since for a.e. k 2 B, � � f�n(t0; x0; k) � 1� �. Hence a�n(t0; x0)is bounded. The same argument shows that c�n(t0; x0) is bounded. Consequently , thereexists Rt0;x0 > 0 such that 8n 2 IN , a�nc�n ! (t0; x0) 2 �B(0; Rt0;x0): (4.26)21



It means that  ��nFW�nF ! (t0; x0) 2 E � �B(0; R)� ; (4.27)and therefore,  �0W 0 ! (t0; x0) 2 E � �B(0; R)� : (4.28)Then, since E�1 is continuous on E(IR2) (see lemma 4.6), we have: a�nc�n ! (t0; x0) �!  a0c0 ! (t0; x0) = E�1  �0W 0 ! (t0; x0)! : (4.29)This in turn implies that for a.e. k 2 B,F�n(t0; x0; k) = exp(a�n(t0; x0) + "(k) c�n(t0; x0))1 + exp(a�n(t0; x0) + "(k) c�n(t0; x0)) �!F 0(t0; x0; k) = exp(a0(t0; x0) + "(k) c0(t0; x0))1 + exp(a0(t0; x0) + "(k) c0(t0; x0)) : (4.30)Then, f�n also converges a.e. towards the Fermi{Dirac function F 0. The convergencein Lp (strong) for all 1 � p < +1 of f�n and its moments is then a consequence of itsuniform boundedness.5 Convergence to the Energy Transport modelWe conclude in this section the proof of theorem 1.Proof of theorem 1: According to propositions 3.1 and 4.1, the sequence f� gives riseto a subsequence f�n converging in Lp (for 1 � p < +1) towards a centered Fermi{Diracfunction F 0. Moreover, according to corollary 3.5 one can extract another subsequence(simply denoted by � in the sequel) such that r� converges weakly in L2 towards a limitr0. Let us now prove prove that formulae (2.29), (2.30) and (2.34) hold.Multiplying equation (2.2) by  1"(k) ! and integrating with respect to k, we get (seethe proof of lemma 4.5),@@t  ��W� !+rx � ZB r�rk"(k) 1"(k) !dk��rxV � ZB r� 0rk"(k) ! dk = ZB Q�1 (f�) 1"(k) !dk: (5.1)Passing to the limit in the sense of distributions in eq. (5.1), we get@@t  �0W 0 !+rx � ZB r0rk"(k) 1"(k) !dk��rxV � ZB r0 0rk"(k) ! dk = 0@ 0ZB Q01(F 0)"(k)dk 1A ; (5.2)22



which proves (2.29) and (2.30).Besides, eq. (2.2) can be put under the form�@f�@t + (rk"(k) � rx +rxV � rk)f� = (D1Qe(F�) + Q0)(r�) + �D2Qe(F�)(r�; r�)+�2D3Qe(F�)(r�; r�; r�) + �Q�1 (f�): (5.3)To pass to the limit �! 0, we �rst notice that� @f�@t + (rk"(k) � rx +rxV � rk)f� * (rk"(k) � rx +rxV � rk)F 0 (5.4)in the sense of distributions. We now pass to the limit in the right hand side of eq. (5.3)(also in the sense of distributions). It is clear that Q0(r�) tends to Q0(r0) because Q0 isa linear bounded operator of L2([0; T ]� 
 � B) (see the proof of lemma 4.3). Besides,D2Qe(F�)(r�; r�) is bounded in L1([0; T ]� 
�B). Indeed, sinceD2Qe(F�)(r�; r�) = ZB3 �e �" �p nr�r0�(F�1 � F 0�1 ) + r�1 r0�1 (F� � F 0�)+r�r�1 (F 0� � (1� F 0�1 )) + r0�r0�1 ((1� F�)� F�1 )+r�r0�1 (F�1 � F 0�) + r�1 r0�(F� � F 0�1 )odk1dk0dk01; (5.5)the estimate 0 � F� � 1 implies the existence of a constant C1 > 0 such that:jjD2Qe(F�)(r�; r�)jjL1([0;T ]�
�B) �� C1Xg2Pk;k1Z T0 Z
 ZB2Zk02~"�1(k;k1 ;g)(0)(jr�j2 + jr�1 j2 + jr0�j2 + jr0�1 j2)d ~Nk;k1;g(k0)�N(k; k1) dk1dkdxdt: (5.6)Using the symmetry properties (2.35), (2.36), we get the existence of a constant C2 > 0such that: jjD2Qe(F�)(r�; r�)jj2L1([0;T ]�
�B) � C2jjr�jj2L2([0;T ]�
�B): (5.7)It is also clear (because j�r�j � 2) that the termD3Qe(F�)(r�; r�; r�) = ZB3 �e �" �p(r�r�1 r0� + r�r�1 r0�1 � r0�r0�1 r� � r0�r0�1 r�1 )dk1dk0dk01satis�es the estimatejj�D3Qe(F�)(r�; r�; r�)jjL1([0;T ]�
�B) � C3 jjr�jj2L2([0;T ]�
�B) (5.8)for some constant C3 > 0.It remains to prove that D1Qe(F�)(r�) converges weakly in L1([0; T ]�
�B) towardsD1Qe(F 0)(r0). We remark that D1Qe(F 0) is a bounded linear operator of L1([0; T ]�
�B). Namely, using the notations of the proof of lemma 4.3,jjD1Qe(F 0)(r�)jjL1([0;T ]�
�B) = Z T0 Z
 ZB dkdxdt�23



������ZBdk1Xg2Pk;k1Z~"�1(k;k1 ;g)(0)�N(k; k1) �e nr0�P 0(k + k1 + g � k0; k; k1) + r�(k+ k1 + g � k0)P 0(k0; k; k1)�r� P 0(k1; k0; k+ k1 + g � k0)� r�1 P 0(k; k0; k+ k1 + g � k0)o d ~Nk;k1;g(k0)�N(k; k1) ������ 2Ce Z T0 Z
 ZB ZB Xg2Pk;k1Z~"�1(k;k1 ;g)(0)(jr�j+ jr�0j+ jr�1 j+ jr�01 j)d ~Nk;k1;g(k0)�N(k; k1) dk1dkdxdt:Therefore, we have the following estimatejjD1Qe(F 0)(r�)jjL1([0;T ]�
�B) � 8CejBj jjr�jjL1([0;T ]�
�B): (5.9)which implies that D1Qe(F 0)(r�) converges towards D1Qe(F 0)(r0) in L1([0; T ]� 
�B)weak. It remains to prove thatD1Qe(F�)(r�)�D1Qe(F 0)(r�)! 0 (5.10)in L1([0; T ]� 
�B) (strong). With the notations of lemma 4.3, we havejjD1Qe(F�)(r�)�D1Qe(F 0)(r�)jjL1([0;T ]�
�B) �� Z T0 Z
 ZB dkdxdt ������ZB Xg2Pk;k1 Z~"�1(k;k1 ;g)(0)�N �e nr0� �P�(k01; k; k1)� P 0(k01; k; k1)�+r0�1 �P�(k0; k; k1)� P 0(k0; k; k1)�� r� �P�(k1; k0; k01)� P 0(k1; k0; k01)��r�1 �P�(k; k0; k01)� P 0(k; k0; k01)�o d ~Nk;k1;g(k0)�N(k; k1) dk1����� :(5.11)Using the boundedness of �e �N , the right hand side of this inequality can be estimated bypIpII whereI = Z T0 Z
 ZB ZB Xg2Pk;k1 Z~"�1(k;k1 ;g)(0)(jr�j2 + jr�0j2 + jr�1 j2 + jr�01 j2)d ~Nk;k1;g(k0)�N(k; k1) dk1dkdxdt (5.12)and II = Z T0 Z
 ZB ZB Xg2Pk;k1 Z~"�1(k;k1 ;g)(0)�jP�(k01; k; k1)� P 0(k01; k; k1)j2+jP�(k0; k; k1)� P 0(k0; k; k1)j2 + jP�(k1; k0; k01)� P 0(k1; k0; k01)j2+jP�(k; k0; k01)� P 0(k; k0; k01)j2� d ~Nk;k1;g(k0)�N(k; k1) dk1dkdxdt: (5.13)In view of (2.36), it is easy to show thatI � 4 jBj jjr�jj2L2([0;T ]�
�B); (5.14)whereasII � Z T0 Z
 ZB ZB Xg2Pk;k1 Z~"�1(k;k1 ;g)(0)jP�(k0; k; k1)� P 0(k0; k; k1)j2 d ~Nk;k1;g(k0)�N(k; k1) dk1dkdxdt: (5.15)24



From (4.8), we getII � Z T0 Z
 ZB ZB Xg2Pk;k1 dk1dkdxdt Z~"�1(k;k1;g)(0)�jF�1 � F 01 j2 + jF�1 j2 jF 0� � F 00j2+jF 00j2 jF�1 � F 01 j+ jF�1 j2 jF 0�1 � F 001 j2 + jF 001 j2 jF�1 � F 01 j2+jF0�j2 jF 0�1 � F 001 j2 + jF 001 j2 jF 0� � F 00j2�d ~Nk;k1;g(k0)�N(k; k1)� 7 jBj jjF� � F 0jjL2([0;T ]�
�B); (5.16)Therefore, in view of all the above estimates, we can to the limit in (5.3) and prove (2.34).The only thing left to show is that J0 � � and J0W � � vanish on the boundary @
. This isa direct consequence of mass and energy conservation of the reection operator. Indeed,for a distribution function satisfying the boundary condition (2.6), we haveZBr"(k) � �(x)G("(k))f dk = 0 8x 2 @
:Consequently since f� = F� + �r� where F� is a centered Fermi-Dirac distribution, andtherefore even with respect to k, we have for all x 2 @
,ZB r�"(k)r"(k) � �(x) dk = ZB r�r"(k) � �(x) dk = 0;which in the limit �! 0 gives J0 � � = J0W � � = 0. This proof can be made more rigorousby taking test functions and passing to the limit in the weak formulation of the Boltzmannequation (2.25). Indeed, the test functions �(x; p; t) =  (x; t) and �(x; k; t) = "(k) (x; t)are such that B(f�; �) = 0 (see (2.26)). We can then pass to the weak limit in (2.25) andget Z
  (x; 0) ZB fin  1"(k) !dk dx � ZIR+ Z
 @ @t  �0W 0 ! dxdt� ZIR+ Z
rx � ZB r0rk"(k) 1"(k) !dk dxdt� ZIR+ Z
  (x; t)rxV � ZB r0 0rk"(k) ! dkdxdt= ZIR+ Z
  (x; t)0@ 0ZBQ01(F 0)"(k)dk 1A dxdtwhich is exactly the weak formulation of the Energy transport model with the boundaryand initial conditions announced in theorem 1.AcknowledgmentsThe authors acknowledge Pierre Degond for fruitful discussions. The authors also ac-knowledge support from the GdR SPARCH (Groupement de Recherche Simulation dutransport de PARticules CHarg�ees), France.25
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