
ABOUT THE REGULARIZING PROPERTIESOF THE NON CUT{OFF KAC EQUATIONLaurent DesvillettesECOLE NORMALE SUPERIEURE45, Rue d'Ulm75230 Paris C�edex 05April 19, 2002AbstractWe prove in this work that under suitable assumptions, the so-lution of the spatially homogeneous non cut{o� Kac equation (or ofthe spatially homogeneous non cut{o� 2D Boltzmann equation withMaxwellian molecules in the radial case) becomes very regular withrespect to the velocity variable as soon as the time is strictly positive.1 IntroductionIn the upper atmosphere, a gas is described by the nonnegative densityf(t; x; v) of particles which at time t and point x, move with velocity v. Sucha density satis�es the Boltzmann equation (Cf. [Ce], [Ch, Co], [Tr, Mu]):@f@t + v � rxf = Q(f); (1:1)where Q is a quadratic collision kernel acting only on the variable v andtaking in account any collisions preserving momentum and kinetic energy:Q(f)(v) = Zv�2IR3 Z ��=0 Z 2��=0 ff(v0)f(v0�)� f(v)f(v�)gB(jv � v�j; �) sin � d�d�dv�; (1:2)with v0 = v + v�2 + jv � v�j2 �; (1:3)1



v0� = v + v�2 � jv � v�j2 �; (1:4)cos � = � � v � v�jv � v�j ; (1:5)and B is a nonnegative cross section. When the collisions in the gas comeout of an inverse power law interaction in 1rs (with s � 2), the cross sectionwrites B(x; �) = x s�5s�1 b(�); (1:6)where b 2 L1loc(]0; �]) andsin � b(�) � K(s) �� s+1s�1 (1:7)for some K(s) > 0 when � ! 0.Most of the mathematical work about the Boltzmann equation is madeunder the assumption of angular cut{o� of Grad (Cf. [Gr]), which meansthat b in eq. (1.6) is supposed to satisfy sin � b(�) 2 L1([0; �]). Note that forinverse power laws in 1rs with s � 2, this assumption never holds (becauseof the singularity appearing in eq. (1.7)).For example, the existence of a global renormalized solution to the fullBoltzmann equation (1.1) is known under this assumption (Cf. [DP, L]),but it is also the case with most of the works concerning the spatially ho-mogeneous Boltzmann equation (Cf. [A 1], [A 3], [El], [De 1]):@f@t (t; v) = Q(f)(t; v); (1:8)with the noticeable exception of [A 2], where existence is proved for the noncut{o� equation (1.2) { (1.8) when s > 3.We shall now concentrate on this spatially homogeneous equation (1.8).When the cut{o� assumption is made, it is possible to writeQ(f) = Q+(f)� f Lf; (1:9)whereQ+(f)(v) = Zv�2IR3 Z ��=0 Z 2��=0 f(v0) f(v0�)B(jv�v�j; �) sin � d�d�dv�; (1:10)and Lf = A � f; (1:11)2



with A(x) = 2� Z ��=0B(jxj; �) sin � d�: (1:12)Then, the solution f(t; v) of eq. (1.8) can be written under the formf(t; v) = f(0; v) e�R t0 Lf(�;v)d� + Z t0 Q+(f)(s; v) e�R ts Lf(�;v)d� ds: (1:13)But the operator Q+ is known to be regularizing with respect to the vari-able v (at least when f 2 L2(IR3v), and when B satis�es some properties)(Cf. [L 1]). Therefore, if f(0; v) is not regular (for example if it belongs toL2(IR3v) but not toH1(IR3v)), the solution f(t; v) of eq. (1.8) will at best keepthe regularity of f(0; v) when t > 0. In particular, no regularizing e�ect isexpected for the solution of the cut{o� homogeneous Boltzmann equation(1.8).On the other hand, one can hope some regularizing properties for thesolution of the non cut{o� homogeneous Boltzmann equation (1.8), (1.2)(when (1.6), (1.7) holds).One of the reasons of assuming such a conjecture is that an asymptoticsof the Boltzmann equation when the cross section is concentrating on thegrazing collisions (these collisions are those that are neglected when thecut{o� assumption is made) leads to the Fokker{Planck{Landau equation(Cf. [De 2], [Dg, Lu]), which is known to induce regularizing e�ects (orat least compactness properties, even in the spatially inhomogeneous case(Cf. [L 2])).This article is devoted to the proof of such a conjecture in the simplercase of the spatially homogeneous Kac equation. We recall that the originalKac model is used to describe a one{dimensional spatially homogeneousgas in which the collisions preserve the mass and the energy, but not themomentum (Cf. [K], [MK]).Note also that the theorems of sections 2, 3 and 4 hold for the spatiallyhomogeneous non cut{o� 2D radially symmetric solutions of the Boltzmannequation with Maxwellian molecules, as is shown in Appendix C.In the Kac model, the nonnegative density f(t; v) satis�es@f@t (t; v) = K(f)(t; v); (1:14)3



whereK(f)(t; v) = Zv�2IR Z ��=�� ff(v00) f(v00�)� f(v) f(v�)g d�2�dv�; (1:15)and v00 = v cos � � v� sin �; (1:16)v00� = v sin � + v� cos �: (1:17)The analysis leading to eq. (1.13) still holds in this case. Therefore, onecan at best hope that the regularity of f(0; v) is conserved for the solutionf(t; v) of eq. (1.14) when t > 0. This a�rmation is indeed easily provedwhen f(0; v) 2 L1((1 + jvj2)dv) (Cf. theorem A.1 of Appendix A), but alsoin the more di�cult case when f(0; v) lies in some H�older spaces (Cf. [G])(Note also the results in the same spirit for the Boltzmann equation of [We]).We will therefore concentrate in this work on the equation@f@t (t; v) = K�(f)(t; v); (1:18)whereK�(f)(t; v) = Zv�2IR Z ��=�� ff(v00) f(v00�)� f(v) f(v�)g�(j�j) d�dv�; (1:19)with �(x) � x�� (1:20)when x! 0+ and � 2]1; 3].This kernel is obtained by analogy with the non cut{o� kernel (1.2),(1.6), (1.7) of Boltzmann equation.However, the analysis in the case when � = 3 (corresponding to theCoulombian interaction in the case of the Boltzmann equation (Cf. [Dg, Lu]))is very di�erent from the analysis when � 2]1; 3[. Therefore, we will onlyconsider in the sequel the latter case.We begin in section 2 by proving that the existence of a solution holds foreq. (1.18) { (1.20). We prove then in section 3 our main theorem. Namely, iff(0; v) 2 L1(IRv; (1+ jvj)dv) for all  > 0, the solution f(t; v) of eq. (1.18){ (1.20) lies in C1(IRv) for all t > 0. Finally, in section 4, we considerthe case when only a �nite number of moments are known to be initiallybounded for f . The reader will also �nd for the sake of completeness someclassical results used throughout this work in appendix A and B at the endof the paper, appendix C being devoted to the extension of the results tothe 2D radially symmetric Boltzmann equation with Maxwellian molecules.4



2 Existence for the non cut{o� Kac equationWe prove in this section the following theorem:Theorem 2.1: Let f0 � 0 be an initial datum such thatZv2IR f0(v) (1 + jvj2 + j log f0(v)j)dv < +1; (2:1)and let � � 0 be a cross section satisfying the following property:9�0; �1 > 0; � 2]1; 3[; 8x 2]0; �]; �0jxj�� � �(x) � �1jxj��: (2:2)Then, there exists a nonnegative solution f(t; v) 2 L1([0;+1[t;L1(IRv; (1+jvj2)dv)) to eq. (1.18), (1.19), (2.2) with initial datum f0 in the followingsense:For all function � 2 W 2;1(IRv), we have@@t Zv2IR f(t; v)�(v) dv = Zv2IR Zv�2IRK�(v; v�) f(t; v) f(t; v�) dv�dv; (2:3)where K�(v; v�) = Z ��=�� f�(v00)� �(v)g�(j�j) d�: (2:4)The conservation of massZv2IR f(t; v) dv = Zv2IR f0(v) dv (2:5)holds for these solutions, but the energy may decrease.Moreover, if for some p 2 IN , there exists C2:1 > 0 such thatZv2IR f0(v) (1 + jvj2p)dv � C2:1; (2:6)one can �nd C2:2 > 0 such that for all t � 0,Zv2IR f(t; v) (1 + jvj2p)dv � C2:2: (2:7)Finally, if assumption (2.6) holds for some p � 2, the conservation ofenergy Zv2IR f(t; v) jvj2dv = Zv2IR f0(v) jvj2dv (2:8)5



holds.Remark: The analogue of this theorem is proved in [A 2] for the Boltz-mann equation (with s > 3). The proof given here is very similar to that of[A 2].The sense to give to the right term of de�nition (2.4) will become clearin the sequel. Note however that because of the singularity of �, this termis not de�ned if � is not regular (W 2;1).Proof of theorem 2.1: We introduce for all n 2 IN� the truncatedsequence �n = � ^ n: (2:9)Note that because of assumption (2.2), there exists for all  > ��1 a strictlypositive C2:3() such that for all n 2 IN�,Z ��=�� (j1� cos �j=2 + j sin �j)�n(j�j) d� � C2:3(): (2:10)It is also clear thatZ ��=�� (j1� cos �j=2 + j sin �j) j�(j�j)� �n(j�j)jd� �!n!+1 0: (2:11)Then, we consider the (unique) nonnegative solution fn(t; v) of the clas-sical Kac equation @fn@t (t; v) = K�n(fn)(t; v) (2:12)with initial datum f0 (for the existence and uniqueness of such a solution,Cf. theorem A.1 of Appendix A). This solution is known to satisfy theconservation of mass and energy, and the entropy inequality (Cf. theoremA.1 and A.2 of Appendix A):Zv2IR fn(t; v) dv = Zv2IR f0(v) dv; (2:13)Zv2IR fn(t; v) jvj2dv = Zv2IR f0(v) jvj2dv; (2:14)Zv2IR fn(t; v) log fn(t; v) dv � Zv2IR f0(v) log f0(v) dv: (2:15)6



It is now classical (Cf. [De 3] for example) that eq. (2.13) { (2.15) ensurethe existence of a constant C2:4 such thatZv2IR fn(t; v) (1 + jvj2+ j log fn(t; v)j)dv � C2:4: (2:16)Because of Dunford{Pettis theorem (Cf. [B]) and of estimate (2.16), one canextract from (fn)n2IN a subsequence still denoted by (fn)n2IN and convergingto a function f in L1([0;+1[t;L1(IRv)) weak *.Moreover, for all q 2 L1([0;+1[) and all  2 L1loc([0;+1[t�IRv) suchthat limjvj!+1 supt2IR j (t; v)jjvj2 = 0; (2:17)we haveZ +10 q(t) Zv2IR fn(t; v) (t; v)dvdt �!n!+1 Z +10 q(t) Zv2IR f(t; v) (t; v)dvdt:(2:18)Denoting for all � 2 W 2;1(IRv)K�n(v; v�) = Z ��=�� f�(v00)� �(v)g�n(j�j) d�; (2:19)it is clear that (using the change of variables (v; v�; �)! (v00; v00� ;��)),@@t Zv2IR fn(t; v)�(v)dv = Zv2IR Zv�2IRK�n(v; v�) fn(t; v) fn(t; v�) dv�dv:(2:20)We shall now prove that when � 2 W 2;1(IRv), it is possible to pass to thelimit in eq. (2.20) and to obtain eq. (2.3). We begin by theLemma 1: There exists a constant C2:5 > 0 (depending on �) and asequence C2:5(n) converging to 0 such that the following estimates hold:1. for all � 2 W 2;1(IRv),jK�n(v; v�)j � C2:5 (1 + jvj�+54 + jv�j�+54 ) jj�jjW 2;1(IRv); (2:21)2. for all � 2 W 2;1(IRv),jK�(v; v�)�K�n(v; v�)j � C2:5(n) (1 + jvj�+54 + jv�j�+54 ) jj�jjW 2;1(IRv):(2:22)7



Proof of lemma 1: Note that�(v00)� �(v) = �(v cos � � v� sin �)� �(v)= (v(cos� � 1)� v� sin �)�0(v) + (v(cos � � 1)� v� sin �)2� Z 1u=0(1� u)�00�v + u (v(cos � � 1)� v� sin �)�du: (2:23)Therefore, for all � 2]0; 1[,j�(v00)� �(v) + v� sin � �0(v)j � j�(v00)� �(v) + v� sin � �0(v)j1��� ����v (cos � � 1)�0(v) + (v(cos � � 1)� v� sin �)2� Z 1u=0(1� u)�00�v + u (v(cos � � 1)� v� sin �)�du������ 8 (1+ jv�j1��) (3 jj�jjW 1;1(IRv))1��(j cos � � 1j� + j sin �j2�)�(1 + jvj2� + jv�j2�) jj�jj�W 2;1(IRv)� C2:6 jj�jjW 2;1(IRv)(j cos � � 1j� + j sin �j2�) (1 + jvj1+� + jv�j1+�) (2:24)for some strictly positive constant C2:6. But � ! sin � is odd and thereforejK�n(v; v�)j = j Z ��=�� f�(v00)� �(v)g�n(j�j) d�j= j Z ��=�� f�(v00)� �(v) + v� sin ��0(v)g�n(j�j) d�j� C2:6 jj�jjW 2;1(IRv) Z ��=�� (j cos � � 1j� + j sin �j2�)�n(j�j) d��(1 + jvj1+� + jv�j1+�): (2:25)We now use eq. (2.10) with � = 1+�4 , and obtainjK�n(v; v�)j � 2C2:3 (1 + �2 )C2:6 (1 + jvj�+54 + jv�j�+54 ) jj�jjW 2;1(IRv); (2:26)which clearly implies estimate (2.21). In order to get estimate (2.22), weuse exactly the same proof, except that eq. (2.10) is replaced by eq. (2.11).8



Lemma 2: There exists a constant C2:7 > 0 (depending on �) such thatwhen � 2 W 2;1(IRv) satis�esjjj�jjj = supv2IR j�0(v)j1 + jvj < +1; (2:27)one has the following estimate:jK�n(v; v�)j � C2:7 (jj�00jjL1(IRv) + jjj�jjj)(1 + jvj2 + jv�j2): (2:28)Proof of lemma 2: According to eq. (2.23),j�(v00)� �(v) + v� sin ��0(v)j = ����v (cos � � 1)�0(v)+ (v(cos� � 1)� v� sin �)2 Z 1u=0(1� u)�00(v + u (v(cos� � 1)� v� sin �))du����� j cos� � 1j jvj j�0(v)j + 4 (j cos� � 1j+ j sin �j2) (jvj2+ jv�j2) jj�00jjL1(IRv)� C2:8 (j cos� � 1j+ j sin �j2) (1 + jvj2+ jv�j2) (jj�00jjL1(IRv) + jjj�jjj) (2:29)for some constant C2:8 > 0.Using now the oddity of � ! sin � as in lemma 1, and estimate (2.10)for  = 2, we get estimate (2.28).We now come back to the proof of theorem 2.1.Suppose that � 2 W 2;1(IRv), q 2 L1([0;+1[), and v 2 IR. Then,because of lemma 1,���� Z +1t=0 Zv�2IRK�n(v; v�) fn(t; v�) dv� q(t) dt� Z +1t=0 Zv�2IRK�(v; v�) f(t; v�) dv� q(t) dt����� Z +1t=0 Zv�2IR jK�n(v; v�)�K�(v; v�)j fn(t; v�) dv� q(t) dt+j Z +1t=0 Zv�2IRK�(v; v�) ffn(t; v�)� f(t; v�)gdv� q(t) dtj� C2:5(n) jjqjjL1([0;+1[t) jj�jjW 2;1(IRv) Zv�2IR (1+ jvj�+54 + jv�j�+54 )fn(t; v�)dv�9



+ j Z +1t=0 Zv�2IRK�(v; v�) ffn(t; v�)� f(t; v�)gdv� q(t) dtj: (2:30)But the �rst term of eq. (2.30) tends to 0 because of estimate (2.16). More-over, because of lemma 1, we have for all v 2 IR,limjv�j!+1 jK�(v; v�)jjv�j2 = 0: (2:31)Therefore, estimate (2.18) ensures that the second term of eq. (2.30) tendsto 0. Finally, we obtain for all � 2 W 2;1(IRv) and v 2 IR, the convergencein L1([0;+1[t) weak * ofL�n(t; v) = Zv�2IRK�n(v; v�) fn(t; v�) dv� (2:32)towards L�(t; v) = Zv�2IRK�(v; v�) f(t; v�) dv�: (2:33)We now observe that for all � 2 W 2;1(IRv) and v 2 IR, the sequence��n(v; v�) = @2K�n@v2� (v; v�) (2:34)is bounded in L1(IRv). More precisely,j@2K�n@v2� (v; v�)j = j Z ��=�� sin2 � �00(v00) �n(j�j) d�j� C2:3(2) jj�00jjL1(IRv): (2:35)Moreover, j@K�n@v� (v; v�)j = j Z ��=�� � sin � �0(v00) �n(j�j) d�j= j Z ��=�� � sin � f�0(v00)� �0(v)g�n(j�j) d�j� Z ��=�� j sin �j�jvj j cos� � 1j + jv�j j sin �j�� Z 1u=0 �����00�v + u(v(cos� � 1)� v� sin �)�����du �n(j�j) d�� 2C2:3(2) jj�00jjL1 (1 + jvj+ jv�j) (2:36)10



because of estimate (1.10).Therefore, using lemma 2, for all � 2 W 2;1(IRv) and v 2 IR,j@L�n@t (t; v)j = j @@t Zv�2IRK�n(v; v�) fn(t; v�) dv�j= j Zw2IR Zv�2IRKK�n(v;�)n (w; v�) fn(t; w) fn(t; v�) dv�dwj� Zw2IR Zv�2IRC2:7�jj@2K�n@v2� (v; �)jjL1(IRv�) + jjjK�n(v; �)jjj��(1 + jwj2 + jv�j2) fn(t; w) fn(t; v�) dv�dw� C22:4C2:7 fC2:3(2)jj�00jjL1(IRv) + 2C2:3(2)C2:5 (1 + jvj) jj�00jjL1(IRv)g:(2:37)It is also clear thatjL�n(t; v)j � j Zv�2IRC2:5 (1 + jvj�+54 + jv�j�+54 ) fn(t; v�) dv�j jj�jjW 2;1(IRv)� C2:4C2:5 (1 + jvj�+54 ) jj�jjW 2;1(IRv): (2:38)Therefore, for all � 2 W 2;1(IRv) and v 2 IR, the sequence L�n(�; v) isbounded in W 1;1([0;+1[t). Using now the weak convergence (2.33) andRellich theorem (Cf. [B]), it is clear that for all � 2 W 2;1(IRv), anda.e. (t; v) 2 [0;+1[t�IRv , the sequence L�n tends to L�. Therefore, forall q 2 L1([0;+1[) and all T > 0 such that Supp q � [0; T ],���� Z +1t=0 f Zv2IR Zv�2IRK�n(v; v�) fn(t; v) fn(t; v�) dvdv�� Zv2IR Zv�2IRK�(v; v�) f(t; v) f(t; v�) dvdv�g q(t)dt����= ���� Z +1t=0 f Zv2IRL�n(t; v) fn(t; v) dv� Zv2IRL�(t; v) f(t; v) dvgq(t) dt����� supt2[0;T ]�Zv2IR jL�n(t; v)� L�(t; v)jfn(t; v) dv� jjqjjL1([0;+1[t)+ ���� Z +1t=0 f Zv2IR L�(t; v) (fn(t; v)� f(t; v))dvg q(t) dt����: (2:39)11



But according to estimate (2.38),limjv�j!+1 supt2[0;+1[ supn2IN� jL�n(t; v�)jjv�j2 = 0: (2:40)Therefore, estimate (2.18) ensures that the second term of (2.39) tends to 0.We �nally use Egorov's theorem, estimate (2.38), the equiintegrabilityof the sequence fn (obtained by estimate (2.16)) and the convergence a.e.of L�n to L�, in order to obtain the convergence of the �rst term of (2.39)to 0.As announced before, we can now pass to the limit in eq. (2.20) andobtain the �rst part of theorem 2.1.In order to prove the second part of theorem 2.1, we observe that ifassumption (2.6) holds, then theorem A.2 (Cf. Appendix A) ensures theexistence of CA:3 > 0 such thatZv2IR fn(t; v) (1 + jvj2p)dv � CA:3 (2:41)(note that CA:3 does not depend on n).But estimates (2.18), (2.20) and (2.21) imply for a.e. t � 0 the conver-gence of Rv2IR fn(t; v)�(v)dv to Rv2IR f(t; v)�(v)dv when � 2 C2c (IRv).Therefore, for all R > 0, t > 0,Zjvj�R f(t; v) (1 + jvj2p)dv � CA:3: (2:42)Then, estimate (2.7) holds because of Fatou's lemma.Finally, we prove the conservation of mass (2.5). We observe that forsome function �R 2 C2(IRv) such that Supp (�R) � [�R� 1; R+ 1],j Zv2IR f(t; v) dv� Zv2IR f0(v) dvj � 1R2 Zjvj�R ffn(t; v) + f(t; v)g jvj2 dv+ j Zv2IR �R(v) ffn(t; v)� f(t; v)gdvj (2:43)for any R > 0. But according to the properties used in the proof of estimate(2.42), estimate (2.43) ensures that the conservation of mass (2.5) holds.In the same way, we can see that under assumption (2.6) with p � 2, theconservation of energy (2.8) holds. 12



3 Regularization properties when all polynomialmoments are initially boundedThis section is devoted to the proof of the following theorem:Theorem 3.1: Let f0 � 0 be an initial datum such that for all p 2 IN ,there exists C3:1(p) > 0 satisfyingZv2IR f0(v) (1 + jvjp + j log f0(v)j)dv � C3:1(p); (3:1)and let � � 0 be a cross section satisfying estimate (2.2).Then, if f(t; v) is a nonnegative solution of eq. (1.18), (1.19), (2.2) inthe sense of eq. (2.3) with initial datum f0, we have for all t > 0 and allq 2 IN : f(t; v) 2 L1([ t;+1[t;Cq(IRv)); (3:2)or in abridged form, f(t; v) 2 L1(]0;+1[t;C1(IRv)): (3:3)Proof of theorem 3.1: According to theorem 2.1, we know that for allp 2 IN , there exists C3:2(p) > 0 satisfying8t 2 [0;+1[; Zv2IR f(t; v) (1 + jvjp) dv � C3:2(p): (3:4)Therefore, the Fourier transformf̂(t; �) = Zv2IR e�iv� f(t; v) dv (3:5)of f is such that for all p 2 IN ,j@pf̂@�p (t; �)j � C3:2(p): (3:6)But v ! e�iv� lies in W 2;1(IRv), and therefore it is possible to use eq. (2.3).Then, a simple calculation leads to the following equation for the Fouriertransform of f :@f̂@t (t; �) = Z ��=�� ff̂(t; � cos �)f̂ (t; � sin �)� f̂(t; 0)f̂(t; �)g�(j�j) d�: (3:7)13



Note that this equation is used in [G], and that it also appeared in [De 1],though for the Laplace transform of f . We rewrite it under the form@f̂@t (t; �) = 12 Z ��=�� ff̂(t; � sin �) + f̂ (t;�� sin �) � 2f̂(t; 0)g�(j�j) d� f̂(t; �)+ Z ��=�� ff̂(t; � cos �)� f̂ (t; �)g f̂(t; � sin �) �(j�j) d�: (3:8)We now use the notationsa(t; �) = �12 Z ��=�� ff̂(t; � sin �) + f̂(t;�� sin �)� 2f̂(t; 0)g�(j�j) d�; (3:9)and b(t; �) = Z ��=�� ff̂(t; � cos �)� f̂(t; �)g f̂(t; � sin �) �(j�j) d�: (3:10)Therefore, @f̂@t (t; �) = �a(t; �) f̂(t; �) + b(t; �); (3:11)and f̂(t; �) = f̂(0; �) e�R t0 a(�;�)d� + Z t0 b(s; �) e�R ts a(�;�)d�ds: (3:12)But f̂(t; � sin �) + f̂ (t;�� sin �) � 2f̂(t; 0) � 0; (3:13)because f � 0. Therefore, a(t; �) is real anda(t; �) � 12 Z �2�=��2 f2f̂(t; 0)� f̂(t; � sin �) � f̂(t;�� sin �)g�(j�j) d�: (3:14)Then, we make the change of variablesu = j�j sin �: (3:15)We geta(t; �) � 12 Z j�ju=�j�j f2f̂(t; 0)� f̂(t; u)� f̂(t;�u)g�( arcsin ju� j) duj�jq1� ju� j2 :(3:16)14



But for any x 2 [0; �], �(x) � �0 jxj��; (3:17)and thereforea(t; �) � �04 Z j�ju=�j�j f2f̂(t; 0)� f̂(t; u)� f̂ (t;�u)g ju� j�� duj�j� �04 j�j��1 Z j�ju=�j�j f2f̂(t; 0)� f̂(t; u)� f̂(t;�u)g juj�� du: (3:18)And since2f̂(t; 0)� f̂(t; u)� f̂(t;�u) = �juj2 Z 1r=�1(1� jrj) @2f̂@�2 (t; r u) dr= �juj2 Z 1r=�1 (1� jrj)Re(@2f̂@�2 (t; ru))dr; (3:19)we geta(t; �) � �04 j�j��1 Z j�ju=�j�j juj2�� Z 1r=�1(1� jrj)Re(� @2f̂@�2 (t; r u))dr du:(3:20)But �@2f̂@�2 (t; 0) = Zv2IR f(t; v) jvj2dv; (3:21)and estimate (2.8) ensures that�@2f̂@�2 (t; 0) = Zv2IR f0(v) jvj2dv: (3:22)Moreover, if we denote E = Zv2IR f0(v) jvj2dv; (3:23)we get (thanks to estimate (3.6)), that for any � such thatj�j � EC3:2(3) ; (3:24)15



the estimate Re(� @2f̂@�2 (t; �)) � E2 (3:25)holds. But estimates (3.20) and (3.24) ensure thata(t; �) � �016 E j�j��1 Z inf(j�j; EC3:2(3) )u=� inf(j�j; EC3:2(3) ) juj2�� du� �016(3� �) E j�j��123��� inf (j�j; EC3:2(3))�3��: (3:26)Therefore, there exists C3:3 > 0, C3:4 > 0, such that when j�j � C3:3, t � 0,a(t; �) � C3:4 j�j��1: (3:27)We will now use eq. (3.12) and estimate (3.27) to prove theorem 3.1 byinduction.Lemma 3: We make the assumptions of theorem 3.1. We supposemoreover that there exists � � 0 such that for all t1 > 0, �1 > 0, we can �ndC3:5(�1; t1) > 0 satisfying8� 2 IR; sups�t1 jf̂(s; �)j � C3:5(�1; t1)1 + j�j���1 : (3:28)Then, for all t1 > 0, �1 > 0, we can �nd C3:6(�1; t1) > 0 satisfying8� 2 IR; sups�t1 jf̂(s; �)j � C3:6(�1; t1)1 + j�j�+��12 ��1 : (3:29)Proof of lemma 3: We �x t1 > 0; �1 > 0. According to eq. (3.12), forany t � t1, f̂(t; �) = f̂(0; �) e�R t0 a(�;�)d�+ Z t120 b(s; �) e�R ts a(�;�)d� ds + Z tt12 b(s; �) e�R ts a(�;�)d� ds: (3:30)Therefore, estimate (3.27) ensures that for any t � t1, j�j � C3:3,jf̂(t; �)j � jf̂(0; �)j e�C3:4t j�j��116



+ sups2[0; t12 ] t12 jb(s; �)j e�C3:4 t12 j�j��1 + sups� t12 jb(s; �)j Z tt12 e�(t�s)C3:4 j�j��1ds:(3:31)But for all s 2 [0;+1[; � 2 IR,jb(s; �)j= ���� Z ��=�� ff̂(s; � cos �)� f̂(s; �)g f̂(s; � sin �) �(j�j) d�����= ���� Z ��=�� � (cos � � 1) Z 1u=0 @f̂@� (s; � + u � (cos � � 1))du f̂(s; � sin �) �(j�j) d������ C2:3(2)C3:2(0)C3:2(1) j�j: (3:32)Therefore, estimate (3.31) implies that for any t � t1, j�j � C3:3,jf̂(t; �)j � C3:2(0) e�C3:4t j�j��1 + C2:3(2)C3:2(0)C3:2(1) t12 j�j e�C3:4 t12 j�j��1+ sups� t12 jb(s; �)jC3:4j�j��1 : (3:33)According to assumption (3.28), we have for all � > 0,8� 2 IR; sups� t12 jf̂(s; �)j � C3:5(�; t12 )1 + j�j��� : (3:34)Therefore, using corollary B.3 of Appendix B and assumption (3.1), thereexists for all � > 0 a strictly positive constant C3:7(�; t1) such that8� 2 IR; sups� t12 j@f̂@� (s; �)j � C3:7(�; t1)1 + j�j��� : (3:35)We now compute (for all j�j � C3:3, � > 0),sups� t12 jb(s; �)j= sups� t12 ���� Z ��=�� ff̂(s; � cos �) � f̂(s; �)g f̂ (s; � sin �) �(j�j) d������ sups� t12 Z �4�=��4 jf̂(s; � cos �)� f̂(s; �)j1�(��12 +�) j�j��12 +� j cos � � 1j��12 +������ Z 1u=0 @f̂@� (s; � + u � (cos � � 1))du������12 +� jf̂(s; � sin �)j �(j�j) d�17



+ sups� t12 Zj���2 j��4 jf̂(s; � cos �)� f̂(s; �)j jf̂(s; � sin �)j �(j�j) d�+ sups� t12 Z 3�4 �j�j�� jf̂(s; � cos �)� f̂(s; �)j jf̂(s; � sin �)j �(j�j) d�: (3:36)We now use estimates (3.34), (3.35) and resume the computation (for allj�j � C3:3; � > 0).sups� t12 jb(s; �)j � 2C2:3 (�� 1 + 2�) j�j��12 +� C3:2(0)� ( C3:5(�; t12 )1 + jp22 �j��� )1�(��12 +�) ( C3:7(�; t1)1 + jp22 �j��� )��12 +�+2 �1 (�4 )��C3:2(0) C3:5(�; t12 )1 + jp22 �j��� + 2 �1(3�4 )�� C3:2(0) C3:5(�; t12 )1 + jp22 �j���� 2C2:3(2) j�j��12 ��+2� C3:2(0) 2 ���2 (C3:5(�; t12 ))1�(��12 +�)(C3:7(�; t1))��12 +�+4 �1(�4 )�� C3:2(0) j�j��+� 2 ���2 C3:5(�; t12 )� C3:8(�; t1) j�j��12 ��+2� (3:37)for some strictly positive constant C3:8(�; t1).We now use estimate (3.37) to precise estimate (3.33). We get for allt � t1, j�j � C3:3, � > 0,jf̂(t; �)j � C3:2(0) e�C3:4t1 j�j��1 + C2:3(2)C3:2(0)C3:2(1) t12 j�j e�C3:4 t12 j�j��1+ C3:8(�; t1)C3:4 j�j���12 ��+2�: (3:38)Taking � = �12 , we get some strictly positive constant C3:9(�1; t1) such thatwhen t � t1, j�j is large enough,jf̂(t; �)j � C3:9(�1; t1) j�j���12 ��+�1 : (3:39)Finally, using estimate (3.6) for p = 0, we obtain estimate (3.29).We now come back to the proof of theorem 3.1. We already know (be-cause of estimate (3.6) when p = 0) that assumption (3.28) holds when18



� = 0. Then, lemma 3 clearly implies by induction that for any t > 0; q � 0,there exists a strictly positive constant C3:10( t; q) such that8� 2 IR; supt�t jf̂(t; �)j � C3:10( t; q)1 + j�jq : (3:40)Using now the Sobolev inequalities (or more simply the fact that H1(IR) =C1(IR)), we get theorem 3.1.4 Regularization properties when some polynomialmoments are initially boundedWe extend in this section the results of section 3 when assumption (3.1)does not hold any more.Theorem 4.1: Let f0 � 0 be an initial datum such that9r 2 IN; r � 2; C4:1 > 0; Zv2IR f0(v) (1 + jvj2r + j log f0(v)j)dv � C4:1;(4:1)and let � � 0 satisfy (2.2). Then, if f(t; v) is a nonnegative solution of eq.(1.18), (1.19), (2.2) in the sense of eq. (2.3) with initial datum f0, we havefor all t > 0 and all � > 0:f(t; v) 2 L1([ t;+1[t;H2r� 12��(IRv)): (4:2)Corollary 4.2: In particular, under the assumptions of theorem 4.1,we have for all t > 0 and all � > 0:f(t; v) 2 L1([ t;+1[t;C2r�2;1��(IRv)): (4:3)Proof of theorem 4.1: Corollary 4.2 is a straightforward consequenceof theorem 4.1 and of classical Sobolev inequalities (Cf. [B]).We now prove theorem 4.1. We use the same strategy as in theorem 3.1.Estimates (3.4) and (3.6) still hold, but only for p � 2r. Moreover, eq. (3.9),(3.10), (3.12) also hold, and lead to estimate (3.27) as in theorem 3.1.19



However, lemma 3 is changed in the following way:Lemma 4: We make the assumptions of theorem 4.1. We supposemoreover that there exists � � 0 such that for all t1 > 0, �1 > 0, we can �ndC4:2(�1; t1) satisfying8� 2 IR; sups�t1 jf̂(s; �)j � C4:2(�1; t1)1 + j�j���1 : (4:4)Then, for all t1 > 0, �1 > 0, we can �nd C4:3(�1; t1) satisfying8� 2 IR; sups�t1 jf̂(s; �)j � C4:3(�1; t1)1 + j�j�f1� 12r ��12 g+��12 ��1 : (4:5)Proof of lemma 4: We �x t1 > 0; �1 > 0. It is clear that estimate(3.33) still holds. However, using theorem B.2 of Appendix B, we only getfor all � > 0 a strictly positive constant C4:4(�; t1) such that8� 2 IR; sups� t12 j@f̂@� (s; �)j � C4:4(�; t1)1 + j�j�(1� 12r )�� : (4:6)Then, we note that estimate (3.36) still holds, but estimate (3.37) becomes(for all j�j � C3:3; � > 0),sups� t12 jb(s; �)j � 2C2:3 (�� 1 + 2�) j�j��12 +� C3:2(0)�( C4:2(�; t12 )1 + jp22 �j��� )1�(��12 +�) ( C4:4(�; t1)1 + jp22 �j�(1� 12r )�� )��12 +�+2 �1(�4 )�� C3:2(0) C4:2(�; t12 )1 + jp22 �j��� + 2 �1 (3�4 )�� C3:2(0) C4:2(�; t12 )1 + jp22 �j���� C4:5(�; t1) j�j��12 +�f�1+��12 12r g+(2+ �2r )� (4:7)for some strictly positive constant C4:5(�; t1).Then, estimate (3.38) becomes for all j�j � C3:3; � > 0,jf̂(t; �)j � C3:2(0) e�C3:4t1 j�j��1 + C2:3(2)C3:2(0)C3:2(1) t12 j�j e�C3:4 t12 j�j��120



+ C4:5(�; t1)C3:4 j�j���12 ��f1���12 12r g+(2+ �2r )�: (4:8)Taking � = �1 (2 + �2r )�1, we get some strictly positive constant C4:6(�; t1)such that when t � t1, j�j is large enough,jf̂(t; �)j � C4:6(�; t1) j�j���12 �f1���12 12r g�+�1 : (4:9)Then, lemma 4 is obtained exactly as lemma 3.We now come back to the proof of theorem 4.1. We already know thatassumption (4.4) of lemma 4 holds when � = 0. Moreover, using lemma 4by induction, we can see that for all t1 > 0; �1 > 0; n 2 IN , there exists astrictly positive constant C4:7(�1; t1; n) such that8� 2 IR; supt�t1 jf̂(t; �)j � C4:7(�1; t1; n)1 + j�j�n��1 ; (4:10)where (�n)n2IN is the sequence de�ned by�0 = 0; (4:11)�n+1 = �nf1� � � 12 12rg+ � � 12 : (4:12)But this sequence is strictly increasing and converges to 2r. Therefore forall � > 0; t > 0, there exists C4:8(�; t) such that8� 2 IR; sups�t jf̂(s; �)j � C4:8(�; t )1 + j�j2r� �2 : (4:13)Finally, estimate (4.13) ensures thatf̂(t; �) 2 L1([ t;+1[t;H2r� 12��(IRv)); (4:14)and theorem 4.1 is proved.Appendix A: Standard properties of the classical Kac equa-tionWe prove in this appendix some classical facts about the spatially homo-geneous Kac equation, and present some others that can easily be deducedfrom the theory of the Boltzmann equation (Cf. [A 1]).21



Theorem A.1: Let f0 � 0 be an initial datum such thatZv2IR f0(v) (1 + jvj2) dv < +1: (A:1)Then, there exists a unique nonnegative solution f(t; v) of eq. (1.18), (1.19)in L1([0;+1[t; L1(IRv; (1 + jvj2)dv)) with initial datum f0 as soon as thecross section � in (1.19) belongs to L1([0; �]).This solution satis�es the conservation of mass and energy for all t � 0:Zv2IR f(t; v) dv = Zv2IR f0(v) dv; (A:2)Zv2IR f(t; v) jvj2dv = Zv2IR f0(v) jvj2dv: (A:3)Proof of theorem A.1: We introduce the sequence (fn(t; v))n2IN , de-�ned by f0(t; v) = f0(v); (A:4)fn+1(t; v) = f0(v) + Z ts=0 Zv�2IR Z ��=�� ffn(s; v00) fn(s; v00�)� fn+1(s; v) fn+1(s; v�)g�(j�j) d�dv�ds; (A:5)and present a proof of existence in the Cauchy{Lipschitz style.Note that it is easy to obtain (by induction) the conservation of massand energy for fn: Zv2IR fn(t; v) dv = Zv2IR f0(v) dv; (A:6)Zv2IR fn(t; v) jvj2dv = Zv2IR f0(v) jvj2dv: (A:7)Therefore, it is possible to write explicitly fn+1 as a function of fn, and thesequence (A.4), (A.5) is well de�ned. It is also clear that fn � 0.Then, we de�ne for all n 2 IN�,un(t) = Zv2IR jfn(t; v)� fn�1(t; v)j (1+ jvj2) dv: (A:8)We get un+1(t) � Z ts=0 Zv2IR Zv�2IR fn(s; v�) jfn(s; v)� fn�1(s; v)j22



��Z ��=�� (1 + jvj2 cos2 � + jv�j2 sin2 �) �(j�j) d��dvdv�ds+ Z ts=0 Zv2IR Zv�2IR fn�1(s; v) jfn(s; v�)� fn�1(s; v�)j��Z ��=�� (1 + jvj2 cos2 � + jv�j2 sin2 �) �(j�j) d��dvdv�ds+ Z ts=0 Zv2IR Zv�2IR fn+1(s; v�) jfn+1(s; v)� fn(s; v)j� (1 + jvj2)�Z ��=�� �(j�j) d��dvdv�ds+ Z ts=0 Zv2IR Zv�2IR fn(s; v) jfn+1(s; v�)� fn(s; v�)j�(1 + jvj2) Z ��=�� ��(j�j) d��dvdv�ds� CA:1 Z ts=0 fun(s) + un+1(s)gds; (A:9)for some strictly positive constant CA:1. Moreover, we can prove in the sameway that for all t � 0, u1(t) � CA:2 t; (A:10)where CA:2 > 0.But estimate (A.9) ensures that (when t 2 [0; T ], n � 1),un+1(t) � (CA:1 + C2A:1TeCA:1T ) Z ts=0 un(s) ds: (A:11)Therefore, for all T > 0, s 2 [0; T ]; n � 1,un(s) � (CA:1 + C2A:1TeCA:1T )n�1 snn! CA:2: (A:12)This estimate ensures that the sequence (fn)n2IN satis�es the Cauchy prop-erty in L1loc([0;+1[t; L1(IRv; (1 + jvj2)dv)). Its limit f clearly satis�eseq. (1.18), (1.19). Moreover, f � 0 and the conservation of mass and energy(A.3), (A.4) holds. The last property also ensures thatf 2 L1([0;+1[t; L1(IRv ; (1+ jvj2)dv)).The uniqueness of such a solution is then directly obtained by a Cauchy{Lipschitz type argument. 23



We now consider the polynomial moments of the solution of the spatiallyhomogeneous Kac equation.Theorem A.2: Let f0 � 0 be an initial datum such thatZv2IR f0(v) (1 + jvj2 + j log f0(v)j)dv < +1: (A:13)Then, for all t � s � 0, the unique nonnegative solution f(t; v) of eq. (1.18),(1.19) with initial datum f0 (when the cross section � in (1.19) belongs toL1([0; �])) satis�esZv2IR f(t; v) log f(t; v) dv � Zv2IR f(s; v) log f(s; v) dv� Zv2IR f0(v) log f0(v) dv < +1: (A:14)Moreover, if9r 2 IN; Zv2IR f0(v) (1 + jvj2r) dv < +1; (A:15)there exists CA:3 > 0 (independent of �) such that for all t � 0:Zv2IR f(t; v) (1 + jvj2r)dv � CA:3: (A:16)Proof of theorem A.2: For estimate (A.14), we refer to [A 1], where itis proved for the Boltzmann equation (for example for Maxwellian moleculeswith an angular cut{o�).We now prove estimate (A.16) in the case when r = 2. We can write@@t Zv2IR f(t; v)jvj4dv = Zv2IR Zv�2IR Z ��=�� (jv cos � � v� sin �j4 � jvj4)�f(t; v) f(t; v�) �(j�j) d�dv�dv= Z ��=�� f cos4 � + sin4 � � 1g�(j�j) d� Zv2IR f(t; v) jvj4dv Zv2IR f(t; v) dv+6 Z ��=�� cos2 � sin2 � �(j�j) d� ( Zv2IR f(t; v) jvj2dv)224



= �Z ��=�� cos2 � sin2 � �(j�j) d�� �� 2 Zv2IR f(t; v) jvj4dv Zv2IR f(t; v) dv+6( Zv2IR f(t; v) jvj2dv)2�: (A:17)Therefore, a simple application of the maximum principle yieldsZv2IR f(t; v)jvj4dv � sup �Zv2IR f0(v) jvj4dv; 3( Rv2IR f(t; v) jvj2dv)2Rv2IR f(t; v) dv �:(A:18)Finally, when r > 2, the same kind of computation can be done. Notethat a rigorous proof is given in the case of the Boltzmann equation withMaxwellian molecules in [Tr].Appendix B: Interpolation between derivativesWe give here for the sake of completeness the proof of some classicalresults used in sections 2, 3 and 4.Theorem B.1: Let f lie in C2(IR) and satisfy1. There exists CB:1 > 0; � > 0, such that8x 2 IR; jf(x)j � CB:11 + jxj� : (B:1)2. There exists CB:2 > 0, such that8x 2 IR; jf 00(x)j � CB:2: (B:2)Then, 8x 2 IR jf 0(x)j � s8CB:1CB:21 + jxj� : (B:3)Proof of theorem B.1: Suppose thatjf 0(x0)j > s8CB:1CB:21 + jx0j� : (B:4)25



Then, because of estimate (B.2), for all t 2 [0; 1],����f 0�x0 + t sgn (x0)s 2CB:1CB:2 (1 + jx0j�) �� f 0(x0)���� � s2CB:1CB:21 + jx0j� : (B:5)But estimate (B.5) ensures that����f 0�x0 + t sgn (x0)s 2CB:1CB:2(1 + jx0j�) ����� � s2CB:1CB:21 + jx0j� : (B:6)Therefore, I = ����f�x0 + sgn (x0)s 2CB:1CB:2(1 + jx0j�) �� f(x0)����� 2CB:11 + jx0j� : (B:7)But I � ����f�x0 + sgn (x0)s 2CB:1CB:2 (1 + jx0j�) �����+ jf(x0)j< 2CB:11 + jx0j� : (B:8)Thus, we get a contradiction and conclude that theorem B.1 holds.Theorem B.2: Let p 2 IN , p � 2, and f lie in Cp(IR). If f satis�esthe following properties:1. There exists CB:3 > 0; � > 0, such that8x 2 IR; jf(x)j � CB:31 + jxj� : (B:9)2. There exists CB:4 > 0, such that8q 2 [1; p]; 8x 2 IR; jf (q)(x)j � CB:4: (B:10)Then, for all � > 0, there exists CB:5(�) > 0, such that8x 2 IR; jf 0(x)j � CB:5(�)1 + jxj�(1� 1p )+� : (B:11)26



Proof of theorem B.2: We use theorem B.1 and give a proof byinduction. We know that if there exists CB:6 > 0 and a �nite sequence(uq)q2[0;p] such that for all q 2 [0; p],8x 2 IR; jf (q)(x)j � CB:61 + jxjuq ; (B:12)then there exists CB:7 > 0 such that for all q 2 [0; p],8x 2 IR; jf (q)(x)j � CB:71 + jxjvq ; (B:13)wherev0 = �; 8i 2 [1; p� 1]; vi = 12(ui�1 + ui+1); vp = 0: (B:14)Therefore, we de�ne by induction the sequencer0(0) = �; 8i 2 [1; p]; ri(0) = 0; (B:15)andr0(n+1) = �; 8i 2 [1; p�1]; ri(n+1) = 12(ri�1(n)+ri+1(n)); rp(n+1) = 0:(B:16)It is clear that for all n 2 IN , there exists CB:8(n) > 0, such that for allq 2 [0; p], 8x 2 IR; jf (q)(x)j � CB:8(n)1 + jxjrq(n) : (B:17)But for all i 2 [0; p], the sequence (ri(n))n2IN tends towards ri, wherer0 = �; 8i 2 [1; p� 1]; ri = 12(ri�1 + ri+1); rp = 0: (B:18)Therefore, r1 = (1� 1p)�; (B:19)which yields theorem B.2.Finally, using theorem B.2 by induction, we get theCorollary B.3: Let f lie in C1(IR) and satisfy:27



1. There exists CB:9 > 0; � > 0, such that8x 2 IR; jf(x)j � CB:91 + jxj� : (B:20)2. For all q 2 IN , there exists CB:10(q) > 0, such that8x 2 IR; jf (q)(x)j � CB:10(q): (B:21)Then, for all � > 0, there exists CB:11(�) > 0, such that8x 2 IR jf 0(x)j � CB:5(�)1 + jxj��� : (B:22)Appendix C: The case of the radially symmetric 2D Boltz-mann equation with Maxwellian moleculesWe consider now the radially symmetric solutions of the 2D spatially ho-mogeneous Boltzmann equation with Maxwellian molecules (Note that onecan prove the existence of such solutions exactly as in section 2, providedof course that the initial datum is radially symmetric). The correspondingBoltzmann kernel can be writtenQ(f)(v) = Zv�2IR2 Z ��=�� ff(v0)f(v0�)� f(v)f(v�)g b(j�j) sin � d�dv�; (C:1)with v0 = v + v�2 +R�(v � v�2 ); (C:2)v0� = v + v�2 �R�(v � v�2 ): (C:3)We suppose moreover that b satis�essin � b(j�j) � K j�j� (C:4)for some K > 0 when � ! 0 (this is the non cut{o� case) and that b isregular outside 0.Using the fact that f is radially symmetric, one can recast the kernel Qunder the form:Q(f)(v) = Zv�2IR2 Z ��=�� �f(v2 +R�(v2) + v�2 +R���(v�2 ))28



f(v2 + R���(v2) + v�2 + R�(v�2 ))� f(v)f(v�)� b(j�j) sin � d�dv�= Zv�2IR2 Z ��=�� �f(R �2 (v) cos (�2) + R �2��2 (v�) sin (�2))f(R �2��2 (v) sin (�2) + R �2 (v�) cos (�2))� f(v)f(v�)� b(j�j) sin � d�dv�= Zv�2IR2 Z ��=�� �f(v cos (�2)� v� sin (�2))f(v sin (�2) + v� cos (�2))� f(v)f(v�)� b(j�j) sin � d�dv�: (C:5)Thus, we can see that the equation is very similar to the Kac equation.The main di�erence is simply that now v is in IR2 instead of IR. It is thenpossible to prove all the theorems of the previous sections with exactly thesame proof.Note however that for the 3D radially symmetric solutions of the spatiallyhomogeneous Boltzmann equation with Maxwellian molecules, the analogywith the Kac equation is not so clear. This case shall be discussed in afuture work.Aknowledgment: I would like to thank Professor Golse for his valuableremarks during the preparation of this work.
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